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Abstract

We study the generalized boundary value problem for nonnegative solu-
tions of of —Awu + g(u) = 0 in a bounded Lipschitz domain €2, when g is
continuous and nondecreasing. Using the harmonic measure of €2, we define
a trace in the class of outer regular Borel measures. We amphasize the case
where g(u) = |u|?7"tu, ¢ > 1. When  is (locally) a cone with vertex y, we
prove sharp results of removability and characterization of singular behav-
ior. In the general case, assuming that {2 possesses a tangent cone at every
boundary point and ¢ is subcritical, we prove an existence and uniqueness
result for positive solutions with arbitrary boundary trace. We obtain sharp
results involving Besov spaces with negative index on k-dimensional edges
and apply our results to the characterization of removable sets and good
measures on the boundary of a polyhedron.
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In this article we study boundary value problems with measure data on the
boundary, for equations of the form

—Au+g(u) =0 in Q

(1.1)

where © is a bounded Lipschitz domain in RV and g is a continuous nonde-
creasing function vanishing at 0. A function u is a solution of the equation

if u and g(u) belong to L

loc

! (Q) and the equation holds in the distribution
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sense. The definition of a solution satisfying a prescribed boundary condi-
tion is more complex and will be described later on.

Boundary value problems for (1.1) with measure boundary data in smooth
domains (or, more precisely, in C? domains) have been studied intensively
in the last 20 years. Much of this work concentrated on the case of power
nonlinearities, namely, g(u) = |u|?"tu with ¢ > 1. For details we address
the reader to the following papers and the references therein: Le Gall [1-
2], Dynkin and Kuznetsov [1-3], Mselati [1] (employing in an essential way
probabilistic tools) and Marcus and Veron [1-4] (employing purely analytic
methods).

The study of the corresponding linear boundary value problem in Lip-
schitz domains is classical. This study shows that, with a proper inter-
pretation, the basic results known for smooth domains remain valid in the
Lipschitz case. Of course there are important differences too: in the Poisson
integral formula the Poisson kernel must be replaced by the Martin kernel
and, when the boundary data is given by a function in L', the standard sur-
face measure must be replaced by the harmonic measure. The Hopf principle
does not hold anymore, but it is partially replaced by the Carleson lemma
and the boundary Harnack principle due to Dahlberg [7]. A summary of the
basic results for the linear case, to the extent needed in the present work, is
presented in Section 2.

One might expect that in the nonlinear case the results valid for smooth
domains extend to Lipschitz domains in a similar way. This is indeed the
case as long as the boundary data is in L'. However, in problems with
measure boundary data, we encounter essentially new phenomena.

Following is an overview of our main results on boundary value problems
for (1.1).

A. General nonlinearity and finite measure data.

We start with the weak L' formulation of the boundary value problem
—Au+g(u)=0inQ, u=p ond , (1.2)

where p € M(ON).

Let xg be a point in €2, to be kept fixed, and let p = p, denote the first
eigenfunction of —A in 2 normalized by p(z¢) = 1. It turns out that the
family of test functions appropriate for the boundary value problem is

X(Q) = {n eWlQ): p 1Ay € LOO(Q)} . (1.3)
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If n € Q then sup |n|/p < .
Let K[u] denote the harmonic function in Q with boundary trace p. Then
u is an L'-weak solution of (1.2) if

we Ly(Q), g(u) € Ly(Q) (1.4)

and
/ (—ulAn + g(u)n) dx = —/ (K[u)An)dz Vne X(Q). (1.5)
Q Q

Note that in (1.5) the boundary data appears only in an implicit form.
In the next result we present a more explicit link between the solution and
its boundary trace.

A sequence of domains {2, } is called a Lipschitz exhaustion of Q if, for
every n, €2, is Lipschitz and

Q, C Qn CQnr1, Q=UQ,, IHIN_l(@Qn) — HN_1(8§2). (16)

Proposition 1.1 Let {Q,} be an exhaustion of Q, let xg € Q1 and denote by
wy (respectively w) the harmonic measure on SY, (respectively O9) relative
to xg. If u is an L'-weak solution of (1.2) then, for every Z € C(Q),

n—oo

lim Zu dwy, :/ Z dp. (1.7)
121919 o0

We note that any solution of (1.1) is in W.P(Q) for some p > 1 and
consequently possesses an integrable trace on 0€,.

In general problem (1.2) does not possess a solution for every pu. We
denote by 99(9N2) the set of measures p € 9MM(IN) for which such a solution
exists. The following statements are established in the same way as in the

case of smooth domains:

(i) If a solution exists it is unique. Furthermore the solution depends mono-
tonically on the boundary data.
(ii) If u is an L'-weak solution of (1.2) then |u| (resp. u,) is a subsolution
of this problem with p replaced by |u| (resp. u4).

A measure p € M(IN) is g-admissible if g(K[|ul]) € L;(Q). When
there is no risk of confusion we shall simply write ’admissible’ instead of
'g-admissible’. The following provides a sufficient condition for existence.

Theorem 1.2 If p is g-admissible then problem (1.2) possesses a unique
solution.
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B. The boundary trace of positive solutions of (1.1); general nonlinearity.

We say that u € LL_(Q) is a regular solution of the equation (1.1) if g(u) €
L1 ().
p

Proposition 1.3 Let u be a positive solution of the equation (1.1). If u is
reqular then u € L})(Q) and it possesses a boundary trace p € M(ON). Thus
u is the solution of the boundary value problem (1.2) with this measure p.

As in the case of smooth domains, a positive solution possesses a bound-
ary trace even if the solution is not regular. The boundary trace may be de-
fined in several ways; in every case it is expressed by an unbounded measure.
A definition of trace is 'good’ if the trace uniquely determines the solution.
A discussion of the various definitions of boundary trace, for boundary value
problems in C? domains, with power nonlinearities, can be found in [27], [§]
and the references therein. In [22] the authors introduced a definition of
trace — later referred to as the 'rough trace’ by Dynkin [8] — which proved
to be 'good’ in the subcritical case, but not in the supercritical case (see
[23]). Mselati [28] obtained a ’good’ definition of trace for the problem with
g(u) = u? and N > 4, in which case this non-linearity is supercritical. His
approach employed probabilistic methods developed by Le Gall in a series
of papers. For a presentation of these methods we refer the reader to his
book [21]. Following this work the authors introduced in [27] a notion of
trace, called ’the precise trace’, defined in the framework of the fine topology
associated with the capacity Cy/ o on 9. This definition of trace turned
out to be ’good’ for all power nonlinearities g(u) = u?, ¢ > 1, at least in
the class of o-moderate solutions. In the subcritical case, the precise trace
reduces to the rough trace. At the same time Dynkin [9] extended Mselati’s
result to the case (N +1)/(N —1) < g <2.

In the present paper we confine ourselves to boundary value problems
with rough trace data. (See the definition below.) However we develop
a framework for the study of existence and uniqueness (see Theorem 1.10
below) which can be applied to a large class of nonlinearities and can be
adapted to other notions of trace as well. In particular, it can be adapted
to the ’precise trace’ for power nonlinearities (in smooth domains) and to a
related notion of trace for Lipschitz domains. This issue will be addressed
in a subsequent paper.

Here are the main results in this part of the paper, including the relevant
definitions.
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Definition 1.4 Let u be a positive supersolution, respectively subsolution,
of (1.1). A point y € 09 is a regular boundary point relative to u if there
exists an open neighborhood D of y such that gou € L;(Q N D). If no such
neighborhood exists we say that y is a singular boundary point relative to u.

The set of regular boundary points of u is denoted by R(u); its com-
plement on the boundary is denoted by S(u). FEvidently R(u) is relatively
open.

Theorem 1.5 Let u be a positive solution of (1.1) in Q. Then u possesses
a trace on R(u), given by a Radon measure v.
Furthermore, for every compact set F C R(u),

| (—udn+ gt do = = [ (Kivrlan) da (18)
for every n € X () such that suppn N OQ C F and vxp € MI(0N).

Definition 1.6 Let g € G. Let u be a positive solution of (1.1) with regular
boundary set R(u) and singular boundary set S(u). The Radon measure v
in R(u) associated with u as in Theorem 1.5 is called the regular part of the
trace of u. The couple (v,S(u)) is called the boundary trace of u on 0N.
This trace is also represented by the (possibly unbounded) Borel measure U
given by

H(E) = {V(E), if E C R(u) 19)

0, otherwise.

The boundary trace of u in the sense of this definition will be denoted by

tragu.
Let

V, i=sup{u,,, : F CR(u), F compact} (1.10)

where u,,,. denotes the solution of (1.2) with p = vxp. Then 'V, is called

the semi-regular component of u.

Definition 1.7 A compact set F' C OS2 is removable relative to (1.1) if the
only non-negative solution v € C(Q\ F) which vanishes on Q \ F is the
trivial solution u = 0.

Lemma 1.8 Let g € G and assume that g satisfies the Keller-Osserman
condition. Let ' C 02 be a compact set and denote by Ur the class of
solutions u of (1.1) which satisfy the condition,

ue CQ\F), u=0 ondQ\F. (1.11)
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Then there exists a function Urp € Ur such that
u<Up Yu€Ufp.
Furthermore, S(Ur) =: F' C F'; F' need not be equal to F.

Definition 1.9 Up is called the maximal solution associated with F'. The
set F' = S(Up) is called the g-kernel of F' and denoted by kq(F).

Theorem 1.10 Let g € G and assume that g is convex and satisfies the
Keller-Osserman condition.

EXISTENCE. The following set of conditions is necessary and sufficient for
existence of a solution u of the generalized boundary value problem

—Au+g(u)=0 in Q, tropou= (v, F), (1.12)

where F' C 0Q is a compact set and v is a Radon measure on 02\ F.
(i) For every compact set E C O\ F, vy € MI(0N).
(i) If ky(F) = F', then F\ F' C S(V,).
When this holds,
Vi, <u <V, +Ur. (1.13)

Furthermore if F' is a removable set then (1.2) possesses exactly one solution.

UNIQUENESS. Given a compact set F' C 052, assume that
Uk is the unique solution with trace (0, ky(E)) (1.14)

for every compact E C F. Under this assumption:
(a) If u is a solution of (1.12) then

max(V,,Up) <u <V, + Up. (1.15)

(b) Equation (1.1) possesses at most one solution satisfying (1.15).
(¢) Condition (1.14) is necessary and sufficient in order that (1.12) possess
at most one solution.

MONOTONICITY.

(d) Let uy,ug be two positive solutions of (1.1) with boundary traces (v1, F1)
and (va, Fy) respectively. Suppose that Fy C Fy and that v; < VaXp, =: vh.
If (1.14) holds for F = Fy then uy < us.
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In the remaining part of this paper we consider equation (1.1) with power
nonlinearity:

— Au+ |u|Tfu =0 (1.16)
with ¢ > 1.

C. Classification of positive solutions in a conical domain possessing an
1solated singularity at the verter.

Let C, be a cone with vertex 0 and opening S C SN=1 where S is a
Lipschitz domain. Put Q@ = CsNB;(0). Denote by A the first eigenvalue and
by ¢s the first eigenfunction of —A’ in WO1 ’2(5 ) normalized by max ¢, = 1.
Put

aS:%(N—2+\/(N—2)2+4)\S

and ]
;) = ;f%%(fv/ |[)

where g is a positive number. ®; is a harmonic function in Cg vanishing
on 9Cg\ {0} and = is chosen so that the boundary trace of ®; is ¢y (=Dirac
measure on dCs with mass 1 at the origin). Further denote Qg = CsNB1(0).

It was shown in [11] that, if ¢ > 1+ % there is no solution of (1.16) in
Q) with isolated singularity at 0. We obtain the following result.

Theorem 1.11 Assume that 1 < ¢ < 1+ % Then &g is admissible for
Q and consequently, for every real k, there exists a unique solution of this
equation in Q with boundary trace kdy. This solution, denoted by uy, satisfies

ug(x) = k®1(z)(1+0(1)) asz — 0. (1.17)
The function

Uoo = lim uy
k—o00

is the unique positive solution of (5.1) in Qg which vanishes on 0\ {0}
and is strongly singular at 0, i.e.,

/ ul pdr = oo (1.18)
Q

where p is the first eigenfunction of —A in Q normalized by p(xg) = 1 for
some (fized) xoy € Q. Its asymptotic behavior at 0 is given by,

oo () = |2 =T ws(@/|2))(1 + o(1))  as & — 0 (1.19)
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where w is the (unique) positive solution of

—Aw- Ay wHww=0 (1.20)

2 2q
Ay, =——|——-N]. 1.21
N,q q_1<q_1 > ( )

on SN=1 with

As a consequence one can state the following classification result.

Theorem 1.12 Assume that 1 < g < g3 =1+ 2/ay and denote

Qg —

(2- N+ V(N -2)2+4)).

DO =

If u € C(Qs \ {0}) is a positive solution of (1.16) vanishing on (9C4 N
B,,(0)) \ {0}, the following alternative holds:

Either
lim sup || ™% u(z) < oo,
z—0
or
there exists k > 0 such that (1.17) holds,
or

(1.19) holds.

In the first case u € C(£); in the second, u possesses a weak singularity
at the vertex while in the last case u has a strong singularity there.

D. Criticality in Lipschitz domains.

Let €2 be a Lipschitz domain and let { € 9. We say that g¢ is the
critical value for (1.16) at & if, for 1 < ¢ < g¢, the equation possesses a
solution with boundary trace d; while, for ¢ > g¢ no such solution exists.
We say that qg is the secondary critical value at £ if for 1 < ¢ < qg there
exists a non-trivial solution of (1.16) which vanishes on 9 \ {¢} but for

q > qg no such solution exists.

In the case of smooth domains, ¢ = qg and g¢ = (N +1)/(N — 1) for
every boundary point §. Furthermore, if ¢ = g¢ there is no solution with
isolated singularity at &, i.e., an isolated singularity at £ is removable.

In Lipschitz domains the critical value depends on the point. Clearly

qe < qg, but the question whether, in general, g; = 4 remains open. However

we prove that, if {1 is a polyhedron, g¢ = qg at every point and the function
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§ — ¢ obtains only a finite number of values. In fact it is constant on each
open face and each open edge, of any dimension. In addition, if ¢ = g¢, an
isolated singularity at ¢ is removable. The same holds true in a piecewise C?
domain (2 except that £ — g¢ is not constant on edges but it is continuous
on every relatively open edge.

For general Lipschitz domains, we can provide only a partial answer to
the question posed above.

We say that {2 possesses a tangent cone at a point £ € 0€ if the limiting
inner cone with vertex at £ is the same as the limiting outer cone at &.

Theorem 1.13 Suppose that ) possesses a tangent cone Cg at a point
£ € 0Q and denote by q.¢ the critical value for this cone at the vertex &.
Then

Ge = qf = qee.
Furthermore, if 1 < q < q¢ then ¢ is admissible, i.e.,

M, = /QK(x,ﬁ)qp(x)dx < 00.

We do not know if, under the assumptions of this theorem, an isolated
singularity at { is removable when ¢ = g.¢. It would be useful to resolve
this question.

E. The generalized boundary value problem in Lipschitz domains: the sub-
critical case.

In the case of smooth domains, a boundary value problem for equation
(1.16) is either subcritical or supercritical. This is no longer the case when
the domain is merely Lipschitz since the criticality varies from point to
point. In this part of the paper we discuss the generalized boundary value
problem in the strictly subcritical case. Later we discuss the mixed case
(partly subcritical and partly supercritical) when €2 is a polyhedron and the
boundary data is given by a bounded measure.

Under the conditions of Theorem 1.13 we know that, if £ € 9 and
1 < q < qe¢ then K(-,§) € L})(Q). In the next result, we derive, under an
additional restriction on ¢, uniform estimates of the norm | K (-,§)|| @)
Such estimates are needed in the study of existence and uniqueness. For its
statement we need the following notation:

If z € 0f), we denote by S, , the opening of the largest cone Cg with
vertex at z such that Cs N B, (z) C QU {z}. If E is a compact subset of 02
we denote:

qp = lin% inf {gs,, : 2 € 09, dist (2, E) <r}.

10
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We observe that
qp < inf{q..:z € E}

but this number also measures, in a sense, the rate of convergence of interior
cones to the limiting cones. If 2 is convex then ¢ < (N +1)/(N — 1) for
every non-empty set E. On the other hand if €2 is the complement of a
bounded convex set then ¢ = (N +1)/(N —1).

Theorem 1.14 If E is a compact subset of 0Q and 1 < q < g, then, there
exists M > 0 such that,

/Kq(a:,y)p(x)dx <M VyekE. (1.22)
Q

Using this theorem we obtain,

Theorem 1.15 Assume that € is a bounded Lipschitz domain and u is a
positive solution of (1.16). Ify € S(u) (i.e. y € OQ is a singular point of u)
and 1 < g < qu} then, for every k > 0, the measure kd, is admissible and

u > ugs, = solution with boundary trace kd,. (1.23)

Remark. It can be shown that, if ¢ > q?y}, (1.23) may not hold. For instance,
such solutions exist if ) is a smooth, obtuse cone and y is the vertex of the
cone. Therefore the condition ¢ < qf{*y} for every y € 91 is, in some sense
necessary for uniqueness in the subcritical case.

As a consequence we first obtain the existence and uniqueness result in
the context of bounded measures.

Theorem 1.16 Let E C 052 be a closed set and assume that 1 < q < qf,.
Then, for every u € M(Q) such that supppu C E there exists a (unique)
solution uy, of (5.1) in Q with boundary trace p.

Further, using Theorems 1.10, 1.11 and 1.14, we establish the existence
and uniqueness result for generalized boundary value problems.

Theorem 1.17 Let Q be a bounded Lipschitz domain which possesses a
tangent cone at every boundary point. If

1 <q<qgjn

then, for every positive, outer reqular Borel measure U on 0S), there exists a
unique solution w of (1.16) such that tr,,(u) = .

11
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F. On the action of Poisson type kernels with fractional dimension.

In preparation for the study of supercritical boundary value problems
we establish an harmonic analytic result, extending a well known result
on the action of Poisson kernels on Besov spaces with negative index (see
[31, 1.14.4.] and [26]). We first quote the classical result for comparison
purposes.

Proposition 1.18 Let 1 < g < oo and s > 0. Then, for any bounded
Radon measure pn in R"1,

1(u)==j£nUKnUd(yﬂqe_“y?r4dyﬁwHuH%&an”. (1.24)
+

Here K,[u] denotes the Poisson potential of y in R® = R, x R*°1
namely,

Knlul(4) = 1t / dp(z) vy =(y1,() €RY  (1.25)

meo (g2 +1C - 22)"?

where 7, is a constant depending only on n. The notation I ~ J means
that ¢=1I < J < eI for some ¢ > 0.
In this paper we prove,

Theorem 1.19 Let1 < g, m a positive integer and v € R such that m+1 <
v. For every s € (0,m/q’) there exists a positive constant ¢ such that, for
every bounded positive measure p supported in R™ N Br/»(0), R > 1,

Sl gy < [ ([ ambilir, 017 )
c TIETE Ty Njger T

(1.26)
< cR(s-i—u—m)‘H—l HMHfo&q(]RTn) '
Here
TV Mdu(z)
Kuym yG) = V1 € 0, . 1.27
A0 = [ ey Yrelo). (120

This also holds when s = m/q', provided that the diameter of supp u is
sufficiently small.

This is proved in Section 7 (see Theorem 7.8) using a slightly different
notation. Note that

K, [/L] = ’YnKn,n— 1 [:u] .

12
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G. The admissibility condition and the critical value in a k-wedge.

The next step towards the study of boundary value problems in a poly-
hedron is the treatment of such problems in a k-wedge (or k-dihedron) i.e.,
the domain defined by the intersection of k hyperplanes in RV, 1 < k < N.
The edge is an (N — k) dimensional space. We note that the case k = N
(which corresponds to a cone) has been studied previously in this paper
while the case N =1 (i.e. a half space) is classical.

We denote by D4 a k-wedge such that, its edge d4 is identified with
RN—F and the ’opening’ of the wedge is A = D4 N S*~1. If S4 denotes the
spherical domain

N-1
Sa={zeRV:|z|=1zeAx []0,x]} c S¥ 1} (1.28)
j=k
then
DA:{x:(T,U) :T>0,0’ESA}, Dar=DaNnTgr
where

Tr={z=(2") e R* x RN7* . |2'| < r, |2"| < R}.

Let A4 be the first eigenvalue of —A__ , in Wol’z(SA) and denote

m+:%(2—N+\/(N—2)2+4)\A>
2 (1.29)
ho=3 (2—N—\/(N—2)2+4)\A).

One can show that the Martin kernel K 4 in D 4 relative to points z € dg
is given by

/K4 {N—k‘-i—l}

Ka(z,2) =c, |z — 2|(N—2+2r4) ’

where wiN=F+1} is a related eigenfunction in A and = = (2/,2”) € R* x
RN—k Using this formula we obtain the admissibility condition for a mea-
sure p € M(d4) such that supp u C Br(0):

|2’ |"+d|p|(2) 9 sk
/1:‘R </1%Nk (|IIJ‘/|2 + |$//|2)(N_2+2H+)/2) |$| +d$ < 0 (131)

where T'p := {z = (2/,2") € RF x RVN=F : |2/| < R, |2"| < R}.

13
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Using this expression we show that the condition

H++N

_. 1.32
H++N—2 ( )

1<g<q.:=
is necessary and sufficient in order that the Dirac measure u = dp, supported
at a point P € d4, be admissible.
In addition we show that the condition

2—k+/(k—2)2+4 s — 4(N — k)r+
A — (N —k)ry

l<g<q =1+

(1.33)

is necessary and sufficient for the existence of a non-trivial solution u of
(1.16) in D4 which vanishes on 0D 4\ d4. Furthermore, when this condition
holds, there exist admissible non-trivial positive bounded measures 1 on da,
i.e., measures such that K[u] € L}(Tr N Da).

Finally we have the following removability result:

Theorem 1.20 Assume that q. < q < q). A measure p € M(ODy), with
compact support contained in da, is good relative to (1.16) in Dy if and
only if p vanishes on every Borel set E C da such that C'évqu(E) =0, where

s=2— ke g o SN qu is the Bessel capacity with the indicated indices in
RN=F (which we identify with the edge d4).

Recall that u is 'good’ if the specified equation possesses a solution with
boundary data p. The above result implies in particular that sets with
Cg qu—capacity zero are conditionally removable. However we obtain a much
stronger result later on.

H. Boundary value problems in a polyhedron: the supercritical case.

In the final part of the paper (Sections 8) we study boundary value prob-
lems in the supercritical case in polyhedrons, with trace given by bounded
measures. For such domains {2 we provide a complete characterization of
'good measures’, i.e., measures p on 0f2 such that (1.16) possesses a (unique)
solution with boundary trace u. We also provide a complete characteriza-
tion of removable sets. These results, with rather obvious modifications,
also apply to piecewise C? domains. The case of general Lipschitz domains
and boundary trace given by unbounded Borel measures will be treated in
a subsequent paper.

Theorem 1.21 Let Q) be an N-dimensional polyhedron. Let L denote one
of the faces, or edges, or vertices of Q) and let QQ1, denote the half space with

14
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boundary L, or the wedge with edge L, or the cone with vertex L such that
Q C Dy and 0Qy, is determined by the faces of Q0 adjacent to L. Thus OS2
is the union of the sets QN 0Q L.

Denote by Ay, the opening of Qr, so that, in the notation of G, Qr, = D4,
and denote by ki (L), q.(L) etc. the various notations introduced in G
relative to Ar. In particular let k(L) denote the co-dimension of the linear
space spanned by L and put

S(L)=2— k(L) —i—/mr(L)‘
q

Let p be a bounded measure on 02, (possibly a signed measure). Then
W is a good measure relative to (1.16) in Q, if and only if, for every L as

above and every Borel set E C L the following condition holds.
If 1 <k =codimL < N then
Ol (B) =0 — u(E)
q=q.(L) = p(L)

:()) if q(L) <q<qi(L) (1.34)

if ¢>q:(L)

and if k = N (i.e., L is a vertex)

N +24 /(N —-2)2+4Xy4, B
q>qc(L) = N2 VDT = u(L) = 0. (1.35)

In all cases, if 1 < q < q.(L) then there is no restriction on puxy.

I. Characterization of removable sets.

Let 2 be an N-dimensional polyhedron.

Theorem 1.21 provides a necessary and sufficient condition for the re-
movability of a singular set F relative to the family of solutions u such

that
/ lul?pdr < c.
Q

The next result provides a necessary and sufficient condition for removability
in the full sense, as defined in Definition 1.9.

Theorem 1.22 Let 2 be an N-dimensional polyhedron and let E be a com-
pact subset of 0). A nonempty compact set £ C 0N is removable if and
only if, for every L as in G such that 1 < k = codimL < N the following
condition holds:

either

15



hal-00402084, version 3 - 16 Jul 2009

(L) < q<qi(L) and C’i\(]L_)'fq,(E) =0

orq> qi(L). In the case k = N the condition is ¢ > q}(L) = q.(L).

Aknowledgements. The authors are grateful to the High Council for
Scientific and Technological Cooperation between France and Israel for its
financial support.

2 Boundary value problems

2.1 Classical harmonic analysis in Lipschitz domains

A bounded domain Q C RY is called a Lipschitz domain if there exist
positive numbers ry, Ag and a cylinder

O, = {€=(£1,8) e RN - |¢| < ro, |&1] < 1o} (2.1)

such that, for every y € 9€) there exist:

(i) A Lipschitz function ¥ on the (N — 1)-dimensional ball B} (0) with
Lipschitz constant > Ag;

(i) An isometry 7Y of RY such that

T9(y) =0, (T)71(Oy) := O}

T0?

V(00N 0y ={(¥¥(¢).&) : & € B, (0)} (2.2)
QN OY) = {(&1,€) + € € B (0), —ro < & <¥¥(¢)}

The constant ry is called a localization constant of €; A is called a
Lipschitz constant of . The pair (rg, Ag) is called a Lipshitz character
(or, briefly, L-character) of Q. Note that, if 2 has L-character (rg, \g) and
r" € (0,79), N € (Ag,00) then (', \') is also an L-character of .

By the Rademacher theorem, the outward normal unit vector exists
HN=1_ae. on 09, where HN~1 is the N-1 dimensional Hausdorff measure.
The unit normal at a point y € 9Q will be denoted by n,,.

We list below some facts concerning the Dirichlet problem in Lipschitz
domains.

A.1- Let g € Q, h € C(09) and denote L,,(h) := v,(xo) where vy, is the
solution of the Dirichlet problem

{—szo e

v=~h on 0. (2:3)

16
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Then Lg, is a continuous linear functional on C'(9€2). Therefore there exists
a unique Borel measure on 02, called the harmonic measure in €2, denoted
by wgy such that

vp () = hdwy’ Yh e C(09). (2.4)
o0
When there is no danger of confusion, the subscript € will be dropped.
Because of Harnack’s inequality the measures w™ and w®, xg, x € () are
mutually absolutely continuous. For every fixed x € € denote the Radon-
Nikodym derivative by

dw?®
K(z,y) =

= 2o (y) for w*-a.e. y € ON. (2.5)

Then, for every = € Q, the function y — K (Z,y) is positive and continuous
on 90 and, for every y € 01, the function  — K(x,7) is harmonic in 2

and satisfies
lim K(z,y) =0 Yy e o\ {y}.

Ty
By [15]

G(x,z)

z—y G(x9, 2)

Thus the kernel K defined above is the Martin kernel.

The following is an equivalent definition of the harmonic measure [15]:
For any closed set £ C 02

= K(z,y) Yye o (2.6)

W (E) =
inf{p(xo) : ¢ € C(2)4 superharmonic in €, liminf ¢(z) > 1}.

r—F

(2.7)

The extension to open sets and then to arbitrary Borel sets is standard.
By (2.4), (2.5) and (2.7), the unique solution v of (2.3) is given by

() = aQK(w,y)h(y)dwwo (y) = 28)
inf{¢ € C(2) : ¢ superharmonic, liminf ¢(x) > h(y), Yy € 0Q}. ‘

T—Y

For details see [15].

A.2- Let (x0,y0) € © x 0Q. A function v defined in Q is called a kernel
function at yg if it is positive and harmonic in € and verifies v(zo) = 1 and
lim, ., v(xz) = 0 for any y € 02\ {yo}. It is proved in [15, Sec 3] that the
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kernel function at yg is unique. Clearly this unique function is K (-, yp).

A.3- We denote by G(z,y) the Green kernel for the Laplacian in £ x Q.
This means that the solution of the Dirichlet problem

—Au=f inQ,
{ u=0 on 01, (2.9)
with f € C?(Q), is expressed by
ule) = [ Glanfiy vy et (210)

We shall write (2.10) as u = G[f].

A.4- Let A be the first eigenvalue of —A in VVO1 2(Q) and denote by p the
corresponding eigenfunction normalized by maxq p = 1.
Let 0 < § < dist (z0,2) and put

Cios i= ,ax 5G($7$0)/P(l’)-
T—x0|=
Since Cyy5p — G(+,x0) is superharmonic, the maximum principle implies
that
0 < G(z,x0) < Cypy5p(x) Ve Q\ Bs(zo). (2.11)

On the other hand, by [18, Lemma 3.4]: for any zy € Q there exists a
constant Cy, > 0 such that
0 <p(z) < CpyG(x,20) Y € Q. (2.12)

A.5- For every bounded regular Borel measure p on 92 the function

v(z) = | K(z,y)du(y) Yz € Q, (2.13)
o0

is harmonic in Q. We denote this relation by v = K]u].

A..6- Conversely, for every positive harmonic function v in € there exists a
unique positive bounded regular Borel measure p on 02 such that (2.13)
holds. The measure p is constructed as follows [15, Th 4.3].

Let SP(2) denote the set of continuous, non-negative superharmonic
functions in €. Let v be a positive harmonic function in 2.

If E denotes a relatively closed subset of Q, denote by R” the function
defined in Q by

RE(z) = inf{p(z) : ¢ € SP(Q), ¢ > v in E}.

18
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Then Rf is superharmonic in §2, Rf decreases as E decreases and, if F' is
another relatively closed subset of 2, then

REVE < RE  RE.
Now, relative to a point x € €2, the measure p is defined by,
p(F) = inf{RE(z): E=DnNQ, DopeninRY, D> F}, (2.14)

for every compact set F' C 0¥2. From here it is extended to open sets and
then to arbitrary Borel sets in the usual way.

It is easy to see that, if D contains 02 then R{? N2 — 4. Therefore

e (092) = v(z). (2.15)
In addition, if F' is a compact subset of the boundary, the function x —
we(F) is harmonic in £ and vanishes on 02\ F.

A.7- If z,2¢ are two points in €2, the Harnack inequality implies that u?
is absolutely continuous with respect to p2°. Therefore, for pZ°-a.e. point
y € 09, the density function du?/dur®(y) is a kernel function at y. By the
uniqueness of the kernel function it follows that

dpis .
d[jxo (y) = K(z,y), pio-ac. ye o (2.16)

Therefore, using (2.15),

(@) WE(F)= /F K (2,y)di™ (y),

() v(x)= [ K(z,y)du™(y).
o0

(2.17)

A.8- By aresult of Dahlberg [7, Theorem 3], the (interior) normal derivative
of G(+,xp) exists Hy—_1-a.e. on 0L and is positive. In addition, for every
Borel set EE C 09,

wa(E) :’yN/EaG(f,:L'())/ang ng, (2.18)

where (N —2) is the surface area of the unit ball in RY and dS is surface
measure on 9. Thus, for each fixed x € (), the harmonic measure w”
is absolutely continuous relative to HN_l‘ 5 With density function P(z,)
given by

P(x,&) = 0G(&,x)/0ne for a.e. &€ 0N (2.19)

19



hal-00402084, version 3 - 16 Jul 2009

In view of (2.8), the unique solution v of (2.3) is given by

oa) = [ Pl oheise (2.20)

for every h € C(99). Accordingly P is the Poisson kernel for Q. The
expression on the right hand side of (2.20) will be denoted by P[h]. We

observe that,
K[hw™] =P[h] Vh € C(00Q). (2.21)

A.9- The boundary Harnack principle , first proved in [7], can be formulated
as follows [16].

Let D be a Lipschitz domain with L-character (rg, Ag). Let £ € 9D and
0 € (0,79). Assume that u,v are positive harmonic functions in D, vanishing
on 9D N Bs(§). Then there exists a constant C' = C'(N, rg, Ag) such that,

O~ tu(a) /v(z) < uly)/v(y) < Culx)/v(z) Va,y € Bsp(E).  (2.22)

A.10- Let D, D' be two Lipschitz domains with L-character (rg, Ag). Assume
that D’ € D and 9D N dD' contains a relatively open set I'. Let zg € D’
and let w,w’ denote the harmonic measures of D, D’ respectively, relative
to xg. Then, for every compact set F' C I', there exists a constant cp =
C(F,N,rg, Ao, zg) such that

N L w|p< epd | F (2.23)

Indeed, if G,G’ denote the Green functions of D, D’ respectively then,
by the boundary Harnack principle ,

OG'(€,20)/0ng < 0G(&,0)/One < cpOG(E,20)/On¢ for ae. & € F.
(2.24)
Therefore (2.23) follows from (2.18).
A.11- By [18, Lemma 3.3], for every positive harmonic function v in 2,

/U(m)G(az,xo)da: < 0. (2.25)
Q
In view of (2.12), it follows that v € L,(9Q).

2.2 The dynamic approach to boundary trace.

Let Q be a bounded Lipschitz domain and {€,} be a Lipschitz exhaustion
of 2. This means that, for every n, €2, is Lipschitz and

Q, C Qn C U1, Q=UQ,, IHIN_l(@Qn) — HN_l(aQ). (226)
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Lemma 2.1 Let 9 € Q; and denote by w,, (respectively w) the harmonic

measure in Qy, (respectively Q) relative to xg. Then, for every Z € C(f),

lim Z dwy, = / Z dw. (2.27)
[o197% oN

n—~o0

Proof. By the definition of harmonic measure

/ dw, = 1.
101975

We extend w,, as a Borel measure on ) by setting w, (Q\99,) = 0, and keep
the notation w, for the extension. Since the sequence {wy,} is bounded, there
exists a weakly convergent subsequence (still denoted by {w,}). Evidently
the limiting measure, say @ is supported in 9Q and w(0Q) = 1. It follows
that for every Z € C(Q),

/ Z dw,, — Z dw.
o0 o0

Let ¢ := Z |gq and 2z := K®[¢]. Again by the definition of harmonic measure,

/ z dw, = ¢ dw = z(xp).
o197 o0

It follows that
(do = ¢ dw,
o0 o0
for every ¢ € C(0€2). Consequently @ = w. Since the limit does not depend
on the subsequence it follows that the whole sequence {w,, } converges weakly
to w. This implies (2.27).
O
In the next lemma we continue to use the notation introduced above.

Lemma 2.2 Let xg € Q1, let u be a bounded Borel measure on 02 and put
v = K%[u]. Then, for every Z € C(£),

lim Zv dwy, :/ Z dpu. (2.28)
121919 o0

n—oo

Proof. 1t is sufficient to prove the result for positive p. Let h, := v |gq,, -
Evidently v = K [h,w,] in Q,. Therefore

v(xg) = /69 hpdw, = 1(09).
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Let j,, denote the extension of h,w, as a measure in € such that ,un(Q \
09,) = 0. Then {u,} is bounded and consequently there exists a weakly
convergent subsequence {unj}. The limiting measure, say [, is supported
in 9Q and

A(09) = v(ze) = (D). (2.29)

It follows that for every Z € C(2),

/ Zdun;, — | Zdj.
Ban oN

To complete the proof, we have to show that i = u. Let F' be a closed
subset of J€2 and put,

p' = pxr, " =K[u").

Let hf := v |sq, and let uZ denote the extension of hfw, as a measure in
Q such that pf'(Q\ 09,) = 0. As in the previous part of the proof, there
exists a weakly convergent subsequence of {,ugj}. The limiting measure i’
is supported in F' and

if(F) = 5"(09Q) = v (z0) = p7(0Q) = u(F).
As v < v, we have if" < fi. Consequently
W(F) < i(F). (2.30)

Observe that fi depends on the first subsequence {in;}, but not on the
second subsequence. Therefore (2.30) holds for every closed set F' C 0,
which implies that p < ji. On the other hand, p and i are positive measures
which, by (2.29), have the same total mass. Therefore p = fi.

O

Lemma 2.3 Let p € M(0N) (= space of bounded Borel measures on 0S).
Then K[u] € L, (Q) and there exists a constant C = C(Q) such that

HK[N]HL},(Q) <C ”NHzm(aQ) : (2.31)
In particular if h € L*(0;w) then

1Pl s ) < ClIAl L1 00s0) - (2.32)
) (9%)
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Proof. Let xy be a point in Q and let K be defined as in (2.5). Put ¢(:) =
G(-,xp) and dy = dist (xg, Q). Let (ro, \g) denote the Lipschitz character of
Q.

By [3, Theorem 1], there exist positive constants ci(N,rg, Ay, dp) and
co(N,ro, Ao, dp) such that for every y € 99,

o1 o(x)
b))

for all z, 2" € Q such that

¢(x)

¢2(.Z',) ‘x - y‘2_N7 (233)

lz—y* N < K(z,y) <

1
colr —y| < dist (2/,00Q) < |2’ —y| < |z —y| < 2 min(dp,r0/8).  (2.34)
Therefore, by (2.12) and (2.11), there exists a constant ¢y (N, 79, Ao, dp) such
that ) )
1) ()
2 () ¢*(a')
for x, 2" as above. There exists a constant ¢, depending on ¢y, IV, such that,

for every x € Q satisfying |z —y| <  min(do, ro/8) there exists 2’ € Q which
satisfies (2.34) and also

lz —y*N < p(2)K(2,y) < c2 |z —y>N

|z — 2’| < ¢omin(dist (z,0Q), dist (z', 00Q)).

By the Harnack chain argument, ¢(z)/¢(z’) is bounded by a constant de-
pending on N, ¢. Therefore

ey e =y < p(a) K (2,y) < eslar —y[F7 (2.35)

for some constant c3(N,rg, Ao, dp) and all x € § sufficiently close to the
boundary.
Assuming that p > 0,

| ®id@e@is = [ [ Ke.op@)ds du©) < C il

In the general case we apply this estimate to 4 and p—. This implies (2.31).
For the last statement of the theorem see (2.21).
O

Proposition 2.4 Let v be a positive harmonic function in 2 with boundary
trace p. Let Z € C%*(Q) and let G € C™(Q) be a function that coincides
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with x — G(z,x¢) in QN Q for some neighborhood Q of O and some fized
zo € Q. In addition assume that there exists a constant ¢ > 0 such that

IVZ - VG| < ep. (2.36)

Under these assumptions, if ¢ := ZG then

_/QUAgdx — /aQZdu. (2.37)

Remark. This result is useful in a k-dimensional dihedron in the case where
1 is concentrated on the edge. In such a case one can find, for every smooth
function on the edge, a lifting Z such that condition (2.36) holds. See Section
8 for such an application.

Proof. Let {Q,} be a C! exhaustion of Q. We assume that 09, C Q
for all n and zg € Q4. Let Gn(x) be a function in C*(,) such that G,
coincides with G (-, z¢) in Q Ny, Gn(-,x0) — G(-,x0) in C2(Q\ Q) and
Gn(-,x9) — G(-,x0) in Lip (Q). If ¢, = ZG,, we have,

— / VAC, dz = / 09, dS = 0Z0yGn (€, x0) dS
Qp Ny, Ny,

:/ vZ P (29, €) dS = vZ dwy,.
0 o,

By Lemma 2.2,

/ vZ dw, — Z dy.
0, o0

On the other hand, in view of (2.36), we have
AG, = GpAZ + ZAG, +2VZ - VG, — AZ

in L; (Q); therefore,

—/ vACndxH—/vACdx.
n Q

O

Definition 2.5 Let D be a Lipschitz domain and let {D,} be a Lipschitz
exhaustion of D. We say that {D,} is a uniform Lipschitz exhaustion if
there exist positive numbers 7, X such that D, has L-character (7, ) for all
n € N. The pair (7,)\) is an L-character of the exhaustion.
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Lemma 2.6 Assume D, D’ are two Lipschitz domains such that
rcobnob’ co(DuD)

where T is a relatively open set. Suppose D, D', D U D’ have L-character
(ro, Xo). Let xg be a point in DN D" and put

do = min(dist (zg, dD), dist (zo, dD’)).

Let u be a positive harmonic function in D U D' and denote its boundary
trace on D (resp. D') by u (resp. p'). Then, for every compact set F C T,
there exists a constant cp = c(F, 19, Ao, do, N) such that

' WP plr< cpp | p- (2.38)

Proof. We prove (2.38) in the case that D’ C D. This implies (2.38) in the
general case by comparison of the boundary trace on 9D or D’ with the
boundary trace on 9(D U D’).

Let @ be an open set such that Q N D is Lipschitz and

FcQ, QnDcD, QndoDcT.

Then there exist uniform Lipschitz exhaustions of D and D', say {D,,} and
{D},}, possessing the following properties:

(i) D,NQ =D, NQ.

(i) zp € Df and dist (z9, 0D]) > tdo.

(iii) There exist rg > 0 and Ag > 0 such that both exhaustions have
L-character (g, AQ).

Put I'), := 0D,NQ = D, NQ and let w,, (resp. w},) denote the harmonic
measure, relative to xg, of D,, (resp. D),). By Lemma 2.2,

buly) don(y) — /F b,

I

and

dw! — dy’
anbu(y) wn () /F¢ 1

for every ¢ € C.(Q). By A.10 there exists a constant cg = ¢(Q,rg, A, do, N)
such that

/

This implies (2.38).
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2.3 L' data
We denote by X () the space of test functions,

X(Q) = {n e WlQ): plAn e LOO(Q)} . (2.39)

Let X (Q2) denote its positive cone.
Let f € L*>(Q), and let u be the weak VVO1 2 solution of the Dirichlet
problem
—Au=f inQ, u=0 ondQ (2.40)

If 2 is a Lipschitz domain (as we assume here) then v € C(2) (see [32]).
Since G[f] is a weak WO1 2 solution, it follows that the solution of (2.40),

which is unique in C(2), is given by u = G[f]. If, in addition, |f] < c1p
then, by the maximum principle,

ul < (c1/A)p, (2.41)

where A is the first eigenvalue of —A in €.

In particular, if n € X () then n € C(€2) and it satisfies

—G[An] =, (2.42)
In| <A™ p 7 Anl| . p- (2.43)

If, in addition, §2 is a C? domain then the solution of (2.40) is in C1(Q).

Lemma 2.7 Let ) be a Lipschitz bounded domain. Then for any f € L})(Q)
there exists a unique u € L;(Q) such that

—/uAnd:E:/fndx Vn € X (). (2.44)
Q Q

Furthermore u = G[f]. Conversely, if f € L}OC(Q), f > 0 and there exists
xg € Q such that G[f](zg) < oo then f € L;(Q). Finally

HUHLP(Q) <A™ ”fHLP(Q) (2.45)

Proof. First assume that f is bounded. We have already observed that, in
this case, the weak VVO1 2 solution u of the Dirichlet problem (2.40) is in C/(€2)
and u = G[f]. Furthermore, it follows from [4] that

/Vn -Vudx = —/ uAndz.
Q Q
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Thus u = G[f] is also a weak L}, solution (in the sense of (2.44)).

Let ng be the weak Wol’2 solution of (2.40) when f = sgn(u)p; evidently
no € X(Q). Ifu e L;(Q) is a solution of (2.44) for some f € L;(Q) then

_ —1
/Q |u|pda = /Q Frodz < A /Q | f|pda. (2.46)

The second inequality follows from (2.41). This proves (2.45) and implies
uniqueness.
Now assume that f € L})(Q) and let {f,} be a sequence of bounded

functions such that f,, — f in this space. Let u,, be the weak VVO1 2 solution
of (2.40) with f replaced by f,. Then u, satisfies (2.44) and u, = G[f,].
By (2.45), {u,} converges in L%(Q), say u, — u. In view of (2.11) it follows
that u = G[f] and that u satisfies (2.44).

If fe Ll (Q),f>0and G[f](z0) < oo then, by (2.12), f € L;(Q).

loc

O

Lemma 2.8 Let  be a Lipschitz bounded domain. If f € Ly(Q) and h €
LY (0Q;w), there exists a unique u € L;(Q) satisfying

/ (—ulAn — fn)dx = —/ Plh]Andz Vn € X(Q) (2.47)
Q Q

or equivalently
u = G[f] — P[h]. (2.48)

The following estimate holds
leallzaey < € (11 + IPAN Ly ey (2.49)
< e (g + 1l s o) -
Furthermore, for any nonnegative element n € X (), we have
_ / | Andz < — / P{|h]| Andz + / nfsen(u)dz,  (2.50)
Q Q Q

and

—/u+A77d:E < —/P[h+]And:ﬂ+/77fsgn+(u) dzx. (2.51)
Q Q Q

Proof. Ezxistence. By Lemma 2.3, the assumption on h implies that P[|h|] €
L,(2). If we denote by v the unique function in L}(€2) which satifies

—/vAndx = —/fnd:z: Vn e X(Q),
Q Q
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then u = v — P[h] € L,(Q2) and (2.47) holds.
By Lemma 2.7, (2.48) is equivalent to (2.47).
Estimate (2.49) This inequality follows from (2.47) and (2.45).

Estimate (2.51). Let {§2,} be an exhaustion of Q by smooth domains. If u
is the solution of (2.47) and h,, := u!agn then, in €,
=G [f] — P [h,] in Q,,

or equivalently,

/ (—uln — fn)dx = —/Q Plhy]Andz (2.52)
:i/(%mmmm Vi € X(Qn).
21979

We recall that, since €2, is smooth, € X (£2,,) implies that n € C1(Q,,). In
addition it is known that (see e.g. [33]), for every non-negative n € X(2,),

/ (—|u]An — fnsignu) dz < —/ on/on|hy,|dx (2.53)
Qn 0,

Let p, be the first eigenfunction of —A in Q,,, normalized by p,(z) = 1 for
some T € . Let n be a non-negative function in X () and let 7, be the
solution of the problem

Az = (An)pn/p in Qp, z2=0 on IQy,.
Then n, € X(£,) and, since p, — p,
Anp = AN, Ny — 7).
If v := P[|h|] then v > |u| so that
h

n = U‘aﬂn > |hy.

Therefore
_/ Oy /On|hy, |dz < —/ @n/5n|l~zn|d1‘ — (2.54)
[2.97% O,
__h/m Pﬂn[ﬁnhﬁﬁnd$::-—b/“ UZ&ﬁndx —»——quuﬁndx,
n n Q
Finally, (2.53) and (2.54) imply (2.50).

FEstimate (2.51) This inequality is obtained by adding (2.47) and (2.50).
(]

28



hal-00402084, version 3 - 16 Jul 2009

Definition 2.9 We shall say that a function g : R — R belongs to G(R) if
it is continuous, nondecreasing and g(0) = 0.

Lemma 2.10 Let Q be a Lipschitz bounded domain and g € G(R). If f €
L,() and h € LY (9Q;w), there exists a unique u € L)() such that g(u) €
L;(Q) and

/ (—uln + (g(u) — F)n)da = — / PlhAgds Wne X(Q).  (2.55)
Q Q

The correspondence (f,h) — wu is increasing.
If u,u’ are solutions of (2.55) corresponding to data f,h and f',h' re-
spectively then the following estimate holds:

Ju— “/HL}(Q) +[lg(w) - g(u/)HL},(Q) (2.56)
< (11 = £y + Bl = B[l )
<e(IlF = oo+ 1= #1100

Finally, for any nonnegative element n € X (), we have

—/Q \u!Andaz—k/Q]g(u)\ndazg —/Q]P’HhHAnda:—k/ansgn(u) dx, (2.57)
and

—/u+A77d:17—|—/ g(u)rnde < —/P[h+]A77d:E—|—/77fsgn+(u) dx. (2.58)
Q Q Q Q
Proof. If u,u’ are two solutions as stated above then v = u — u’ satisfies

/ (—vAn+ Fr)dz = — / Plh — W]Ahdz ¥y € X(Q) (2.59)
Q Q

where F' = g(u) — g(u') — (f — f') € L;(92). Applying (2.50) to this equation
and using the properties of g described in Definition 2.9 we obtain (2.56).
Similarly we obtain (2.57) and (2.58), using (2.50) and (2.51). These in-
equalities imply uniqueness and monotone dependence on data.

In the case that f and h are bounded, existence is obtained by the stan-
dard variational method. In general we approach f in L})(Q) by functions
in C°(Q) and h in L'(9;w) by functions in C(9Q) and employ (2.56).

O
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3 Measure data

Denote by 91,(12) the space of Radon measures v in  such that p|v| is a
bounded measure.

Lemma 3.1 Let Q be a Lipschitz bounded domain. Let v € 9M,(Q2) and
u € L (Q) be a nonnegative solution of

loc
—Au=v 1inf.

Then u € L})(Q) and there ezists a unique positive Radon measure p on OS2
such that

u = Ku] + G[v]. (3.1)
Proof. Let D be a smooth subdomain of Q such that D C Q. Since u €
Wllof(Q) for some p > 1 it follows that u possesses a trace, say hp, in

1

W' 5P(@D). Put v := u — GP[v]. Then —Av = 0 in D and v > 0 on
0D and therefore in D. If {D,} is an increasing sequence of such domains,
converging to €2, then GP»[v] T G%[v]. Thus v = u — G%[v] is a non-
negative harmonic function in {2 and consequently possesses a boundary

trace p € M(ON) such that v = Klu].
U

Lemma 3.2 Let Q0 be a Lipschitz bounded domain. If v € 9M,(Q2) and
w € M(ON), there exists a unique u € L;(Q) satisfying

/ —uAndx = / ndv — / K[p]Andz ¥n e X(Q). (3.2)
Q Q Q
This is equivalent to
u = G[v] + Klu]. (3.3)
The following estimate holds
el < € (19l + 1Kl 0 ) (3.4)

<c <HV”imp(Q) + ”MHzm(aQ)) -

In addition, if dv = fdx for some f € L;(Q) then, for any monnegative
element n € X (Q2), we have

- / | Andz < — / K(|ul] Andz + / nfsgn(u)dr,  (3.5)
Q Q Q

and

- /u+A77dx < —/K[u+]Andx—|—/77fsgn+(u) dzx. (3.6)
Q Q Q
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Proof. We approximate u by a sequence {h, P(zg,-)} and v by a sequence
{fn} such that

hnP(z0,-) € LY(09), hnP(xo, YHNn_1 — p weakly in measure

and
fn € L;(Q), fn — v weakly relative to C,(2),

where C, denotes the space of functions ¢ € C(€2) such that p¢ € L*().
Applying Lemma 2.8 to problem (2.49) (f, h replaced by f,, h,) and taking
the limit we obtain a solution u € L}(€2) of (3.2) satisfying (3.4).

Lemma 2.7 implies that any solution u of (3.2) satisfies (3.3). Therefore
the solution is unique and hence (3.4) holds for all solutions.

Inequalities (3.5) and (3.6) are proved in the same way as the corre-

sponding inequalities in Lemma 2.8
O

Definition 3.3 Let Q2 be a bounded Lipschitz domain and let g € G(R). If
w € M(ON), a function u € L;(Q) is a weak solution of

{ —Au+ g(uzz - 2 ZZZ 5;9 (3.7)
if g(u) € L})(Q) and
u+ Glg(u)] = K[y] (3.8)
a.e. in . FEquivalently
| by gmydo =~ [ ®pands mex@.  (9)
Q Q

The measure p is called the boundary trace of u on 0f).
Similarly a function u € L})(Q) is a weak supersolution, respectively sub-
solution, of (3.7) if g(u) € L,(€2) and

u+ Glg(u)] > K[u] respectively u + Glg(u)] < Ku]. (3.10)

This is equivalent to (3.9), with = replaced by > or <, holding for every
positive n € X(Q).

Remark. It follows from this definition and Lemma 2.10 that, if
fin — i weakly in M(ON), up — u,  glun) — g(u) in L)(Q),

and if
un, = Klpa] — Glg(un)],
then u = K[u] — G[g(u)].
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Lemma 3.4 Let Q be a Lipschitz bounded domain and let g € G. Suppose
that 1 € M(ON) and that there exists a solution of problem (3.7). Then the
solution is unique.

If p, 1 are two measures in M(ONY), for which problem (3.7) possesses
solutions w,u’ respectively, then the following estimate holds:

[Ju — u/HL}J(Q) +[lg(w) - g(u/)HL}J(Q) < [[Kp = 1] HL},(Q)) (3.11)
<|u- l‘,Ha)n(aQ) :

If p < i then u < /.
In addition, for any nonnegative element n € X (), we have

- [ el an = lglmdo <~ [ Kllujands (3.12)
and

- [ an—guim e < - [ Kluilnds, (3.13)
Proof. This follows from Lemma 3.2 in the same way that Lemma 2.10
follows from Lemma 2.8. O

Definition 3.5 Assume that u € W2P(Q) for some p > 1. We say that

loc
u possesses a boundary trace p € M(ON) if, for every Lipschitz exhaustion

{0} of Q,
lim Zu dwy, :/ Z du, (3.14)
o197 o0N

n—oo

holds for every Z € C(Q).
Similarly we say that u possesses a trace p on a relatively open set A C

00 if (3.14) holds for every Z € C(2) such that supp Z C QU A.

Remark. Ifu € VVlif(Q) for some p > 1 then, by Sobolev’s trace theorem, for
every relatively open (N —1)- dimensional Lipschitz surface 3, u possesses a

trace in W' 5P (). In particular the trace is in L*(X). In fact there exists
an element of the Lebesgue equivalence class of u such that the trace on X
is precisely the restriction of u to ¥. When it is relevant, as in (3.14), we
assume that u is represented by such an element.

If u € WHP(Q) then, by the same token, u possesses a trace in Wl_%’p(ﬁﬁ).
If {Q,} is a uniform Lipschitz exhaustion and h,, (resp. h) denotes the trace
of u on 08, (resp. 09) then

N

— Il .

1 _1 .
ERSCII PP (00)
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This follows from the continuity of the imbedding
Wie(Q) — W' »P(0Q)

and the fact that C1(Q) is dense in W1P(Q).
Similarly, if {€,} is a Lipschitz exhaustion (not necessarily uniform, but
satisfies (2.26)) then

||h‘n||L1(BQn) - ||hHL1(OQ) :

In particular, if u € VVO1 P(Q) then its boundary trace is zero, in the sense
of the above definition.

Proposition 3.6 Let u be a weak solution of (3.7). If {Q,} is a Lipschitz

exhaustion of Q then, for every Z € C(S),

lim Zu dwy, :/ Zdu, (3.15)
o0

n—oo [0,

where wy, is the harmonic measure of Qy, (relative to a point xg € Q).

Proof. If v:= G[gou] then v € L;(Q) and u + v is a harmonic function. By
(3.8), u+ v = K®[u]. Therefore, by Lemma 2.2,

lim Z(u+v)dwy, = / Zdu (3.16)
n=ee JoQ, oN
for every Z € C(Q). Aswv € Wol’p(Q) for some p > 1 its boundary trace is
zero. Therefore (3.16) implies (3.15). O

Definition 3.7 A measure p € IM(ON) is called g-admissible if g(K[|p|]) €
L1 ().
p

Theorem 3.8 If i is g-admissible then problem (3.7) possesses a unique
solution.

Proof. First assume that p > 0. Under the admissibility assumption, U =
K[u] is a supersolution of (3.7). Let {D,} be an increasing sequence of
smooth domains such that D, C D,y; C Q and D,, T Q. Let u, be the
solution of problem (3.7) in D,, with boundary data h, = U | oD, Then
{un} decreases and the limit v = lim w,, satisfies (3.7).
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In the general case we define U = K[|u|] and U, u, as before. By
assumption g(U) € L})(Q) and U dominates |u,| for all n. Let n be a non-
negative function in X (€2) and let ¢, be the solution of the problem

A¢ = (An)pn/p in Dy, (=0 on dD,.
Then ¢, € X(D,,) and, since p,, — p,
(ACn) - (ATI), Cn — 1

In addition, (A(,)/pn = (An)/p is bounded and, by (2.41), the sequence
{¢n/pn} is uniformly bounded.
The solutions u,, satisfy,

/ (—un Ay + g(un)Cp) de = —/ PP h,| Al da. (3.17)

n n

The sequence {uy : k > n} is bounded in WP(D,,) for every n. Conse-
quently there exists a subsequence (still denoted by {u,}) which converges
pointwise a.e. in ). We denote its limit by w. Since {u,} is dominated by
U it follows that

lim (—un Ay + g(un)(pn) de = /Q (—uln + g(u)n) d.

n—~o0 D
n

Furthermore,

/ nPDn[hn]Agndx = /D ) UAn(pn/p) de — /Q UAndx = /Q K] An d.

Thus u is the solution of (3.7).
(]

Remark. If we do not assume that ¢g(0) = 0 the admissibility condition
becomes,

9(K[us]+p(9(0)4) € Ly(Q) and g(—Klu_]—p(g(0))=) € L)(R). (3.18)

4 The boundary trace of positive solutions

As before we assume that €2 is a bounded Lipschitz domain and g € G.
We denote by p the first eigenfunction of —A in € normalized by p(z) = 1
at some (fixed) point xy € .
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A function u € L}, (€2) is a solution of the equation
—Au+g(u)=0 1inQ, (4.1)

if gou € L, .(Q) and u satisfies the equation in the distribution sense.
A function uw € L} () is a supersolution (resp. subsolution) of the

equation (4.1) if gou € L, (Q) and
—Au+gou>0 (resp. <0)
in the distribution sense.

Proposition 4.1 Let u be a positive solution of (4.1). If gou € L;(Q)
then u € L})(Q) and it possesses a boundary trace p € M(ON), i.e., u is the
solution of the boundary value problem (3.7) with this measure p.

Proof. If v := G[g o u] then v € L;(Q) and u + v is a positive harmonic
function. Hence u + v € L;(Q) and there exists a non-negative measure
uw € MON) such that v + v = Klu]. In view of (3.8), this implies our
assertion. (]

Lemma 4.2 If u is a non-negative solution of (4.1) then u € C*(Q).

Let {u,} be a sequence of non-negative solutions of (4.1) which is uni-
formly bounded in every compact subset of . Then there exists a subse-
quence {un;} which converges in CH(Q) for every Q' € Q to a solution u of
(4.1).

Proof. Since gou € LL (Q) it follows that u € W.5(Q) for some p €
[1, N/(N —1)). Let @ be a smooth domain such that Q' € Q. By the trace
imbedding theorem, u possesses a trace h € L1(9Q'). If U is the harmonic
function in Q' with boundary trace h then v < U. Thus u (and hence
gou) is bounded in every compact subset of ). By elliptic p.d.e. estimates,

u € CH(Q).
The second assertion of the lemma follows from the first by a standard
argument. O

Theorem 4.3 (i) Let u be a non-negative supersolution (resp. subsolution)
of (4.1). Then u € W,-P(Q) for some p € [1,N/(N —1)). In particular, if
Q' is a C' domain such that Q' € Q then u possesses a trace h € L'(99).

(4i) If u is a positive supersolution, there exists a non-negative solution u < u
which is the largest among all solutions dominated by u.
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If u is a positive subsolution and u is dominated by a solution w of (4.1)
then there exists a minimal solution u such that v < u. In particular, if
g € G satisfies the Keller-Osserman condition then such a solution exists.

(ii1) Under the assumptions of (it), if gou € L})(Q) (resp. gou € L})(Q))
then the boundary trace of u (resp. @) is also the boundary trace of u in the
sense of Definition 3.5.

Proof. First consider the case of a supersolution. Since —Au + g(u) > 0
there exists a positive Radon measure 7 in €2 such that

—Au+ g(u) =7 in Q.

Therefore u € I/Vli’cp (€2) and consequently u possesses an L' trace on 9€) for
every ) as above.

Next, let {Q,} be a C'! exhaustion of  which is also uniformly Lipschitz.
Let v, be the solution of the boundary value problem

—Av+g(v) =0 in Q,, v=u on J,. (4.2)

Since u possesses a trace in L'(9€,,) this boundary value problem possesses a
(unique) solution. By the comparison principle 0 < v, < u in §2,,. Therefore
the sequence {v,} decreases and consequently it converges to a solution u
of (4.1). Evidently this is the largest solution dominated by w.

Now suppose that gou € Ll(Q) (but not necessarily g o u € L;(Q))
By Proposition 4.1, u € LI(Q) and u possesses a boundary trace u. By the
definition of v,

/ udwn, = P (20, y)uly)dS = vn(xo) / G (x, 20)g(vn(x))da
()95 (21975 Qn

u(zo) /GQ x,x0)g(u(x))d.

Hence, taking a subsequence if necessary, we may assume that
/
UX o0, Wn — U

where 4/ is a measure on 92 such that

1 (09) = u(zo) + /Q Gz, 70)g(u(x))dz.

On the other hand, as y is the boundary trace of u,
u(ao) + | G (o z0)g(u(o)de = u(00).
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Thus u(0Q) = 1/(092). However, as u < u, we have p < p/. This implies
that u = p'.

Next we treat the case of a subsolution. The proof of (i) is the same
as before. We turn to (ii). In the present case, the corresponding sequence
{vn} is increasing and, in general, may not converge. But, as we assume
that u is dominated by a solution w, the sequence converges to a solution @
which is clearly the smallest solution above u. In particular, if g satisfies the
Keller-Osserman condition then {v,} is uniformly bounded in every compact
subset of 2 and consequently converges to a solution.

The proof of (iii) for subsolutions is again the same as in the case of

supersolutions.
O

Corollary 4.4 1. Let u be a non-negative supersolution of (4.1). Let A be
a relatively open subset of ). Suppose that, for every Lipschitz domain €V
such that

AcQ, o0NoNcC A, (4.3)

we have
gou € Ly(). (4.4)

Then both u and u possess traces on A and the two traces are equal.

I1. Let u be a non-negative subsolution of (4.1). Let A be a relatively open
subset of OQ. Suppose that for every Lipschitz domain ' satisfying (4.3)

we have
gou € L;(Q/). (4.5)

Then both u and u posses traces on A and the two traces are equal.

Proof. Let u be a supersolution and let Q' be a domain as above. Denote
by p’ the first eigenfunction of —A in €’ normalized by p/(x¢) = 1 for some
xo € . Since p’ < cp, (4.3) implies that gou € L}),(Q’). Let u’ denote the
largest solution of (4.1) in ' dominated by w. Then gou' € L}),(Q/ ) and,
by Theorem 4.3, u' € L,(€) and ' has a trace v/ on 9’ which is also the
boundary trace of u on 9f2.

Let {Q,} be an increasing uniformly Lipschitz sequence of domains such
that 98, N Q is a C! surface, D, := 2\ Q,, is Lipschitz and

F,=00,\QCF),,CA UQ,=0Q, UF =A4,

where FV is the relative interior of Fj,. Denote by u,, the largest solution
dominated by w in €2,, and observe that {u,,} is decreasing and converges to
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a solution. Obviously this is the largest solution dominated by u, namely,
U.

Let 7, be the trace of u,, on 0%2,. Put v,, = 7,,xp,. Recall that 7, is also
the trace of u so that

/
Uy, = Tp — Vp = UXaan\r, dS.

Assertion A. There exists a Radon measure v on A such that v, — v and
v is the trace of u, as well as of u, on A.

Let F be a compact subset of A and denote,
n(E):=inf{meN: EC Fo}.

In view of the fact that, for n > n(FE), v, is the trace of u, relative to Q,,
on a set FS( ) in which F is strongly contained and the fact that {Q,} is

Lipschitz, Lemma 2.6 implies that the set {v,,(F) : n > n(E)} is bounded.
By taking a sequence if necessary we may assume that
Unle— vE.

Applying this procedure to E = F,, for each m € N and then using the
diagonalization method we obtain a subsequence, again denoted by {v,},
such that

Up — UV

where v is a Radon measure on A (not necessarily bounded).

Next we wish to show that v is the trace of u on A relative to 2. To this
purpose we construct a C! exhaustion of Q, say {D,}, such that D, € Q,
and 0D,, =T, UT!, where

I =00,N{yeQ:dist(y,F,) > e}
I, C{y e, dist(y, F,) <ent,

where 0 < ¢, < %dist (Fp, 002\ A) is chosen so that
Hy_ixr, = Hy_i1xa and uxp,dw”™ — v.

Here dw™ is the harmonic measure in D,,. This is possible because, if T',, is
sufficiently close to 0€),,, then

uxr, dw" — vpxp, — 0.
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(As usual in this paper, v, X5, denotes the Borel measure in RY that is equal
to v, on F,, and zero elsewhere.) This implies that v is the trace of u on A.
Since vy, is also the trace of u,, on F,, it follows that, if I',, is sufficiently
close to 082,
UpXr, A" — VpXp, — 0.

As u,, | u we deduce that v is also the trace of u on A.

If w is a subsolution the argument is essentially the same. Let u, be
the smallest solution that dominates w in €2,,. Then the sequence {u,} is
increasing, but it is dominated by a solution w. Therefore it converges to
a solution and this is the smallest solution dominating u, namely, u. By
Theorem 4.3, u,, and u| possess the same trace on 9€2,. Let 7, be the trace

of u,, on 02, and put v, = 7, Xp,. The rest of the proof is as before.
O

Definition 4.5 Let u be a positive supersolution, respectively subsolution,
of (4.1). A point y € 09 is a regular boundary point relative to w if there
exists an open neighborhood D of y such that gou € L})(Q N D). If no such
neighborhood exists we say that y is a singular boundary point relative to u.

The set of regular boundary points of u is denoted by R(u); its com-
plement on the boundary is denoted by S(u). FEvidently R(u) is relatively
open.

Theorem 4.6 Let u be a positive solution of (4.1) in Q. Then u possesses
a trace on R(u), given by a Radon measure v.
Furthermore, for every compact set F C R(u),

| (mudn+ gty do = = [ (Kivxrlan) da (16)
for every n € X () such that suppn N OQ C F.

Proof. The first assertion is an immediate consequence of Corollary 4.4.

We turn to the proof of the second assertion. Let F' be a compact subset
of R(u) and let n € X(Q2) be a function such that the following conditions
hold for some open set Ej:

suppn CQANE,, FCE,NIY, E,NSu)=0, =x¢€D,:=0NE,.

By Definition 4.5, if D is a subdomain of 2 such that D N S(u) = @ then
gou € L})(D), where p is the first normalized eigenfunction of 2. Let F be
a C? domain such that

E,CE, Hy_1(0QN0E)=0, ENS(u)=0.
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Put D := ENQ and note that gou € L;(D).

If ¢ denotes the first normalized eigenfunction in D then ¢ < ¢p for
some positive constant c. Therefore the fact that gou € L;(D) implies
that gou € Lé(D) and the properties of  imply that n € X (D). Hence u
possesses a boundary trace 7 on 9D and

/ (—ulAn+ g(u)n) de = —/ (KP[7P]An) dx. (4.7)
D D

Let ' = ENOQ and IV = 0D \ T'; note that ' NS(u) = ) and 1 vanishes
in a neighborhood of 0E N Q. Put TFD = 7Py and TFD/ =D TFD. Then
drf) = udS on I and, as u € C(D\ T,

KP[f] € C(D\T).

Furthermore 7 vanishes in a neighborhood of I and consequently

| Ppian) o= [ ( / D\FP%,y)u(y)dSy) An(a)ds

_ /a - < /D PD(x,y)An(x)dx> u(y)dS, = 0.

/ (—ulp + g(u)y) do = — / KP[rP] Ay da. (4.8)
Q Q

(Changing the domain of integration from D to 2 makes no difference since

n vanishes in Q\ D.)

Now, TFD is the trace of u on I' relative to D while vy is the trace of u

on I' relative to €). Since D C () it follows that

Thus

TI‘D < VXr- (4.9)

Let {£7} be an increasing sequence of C? domains such that each domain
possesses the same properties as E and,

FInoQ=EndQ =T, and D) :=E'NnQ 1 Q. (4.10)

For each j € Nand y € I', the function K D (. y) is harmonic in D7, vanishes
on 0D\ {y} and K"’ (z9,y) = 1. Furthermore the sequence {K’(-,)}
is non-decreasing. Therefore it converges uniformly in compact subsets of
(QUT)\ {y}. The limit is the corresponding kernel function in 2, namely
K%(-,9). (Recall that the kernel function is unique.)
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In view of (4.9), the sequence {7’ } is bounded. Therefore there exists
a subsequence, which we still denote by {Tlp }, such that

T Ip N T
weakly relative to C(I'). Combining these facts we obtain,

K [rf] — K[rr).

Hence, by (4.7),
/ (—ulAn+ g(u)n) dz = —/ (KQ[TI‘]AT]) dx. (4.11)
Q Q

Finally, as TFD 7 is the trace of u on I relative to D; then, in view of (4.10),
the limit 7 is the trace of w on I' relative to €, i.e.,

mT = VXF.

This relation and (4.11) imply (4.6).
U

Theorem 4.7 1. Let u be a positive supersolution of (4.1) in Q and let u
be the largest solution dominated by u. Then,

S(u) =8w), R(u)=TR(u). (4.12)

Both u and u possess a trace on R(u) and the two traces are equal.
II. Let u be a positive subsolution of (4.1) in Q and let u be the smallest
solution which dominates w. If u is dominated by a solution w of (4.1) then
both u and u possess a trace on R(w) (which is contained in R(u)) and the
two traces are equal on this set.

In particular, if R(w) = R(u) then (4.12), with u replaced by u, holds
and both u and u possess a trace on R(u), the two traces being equal.
IT1. Let v denote the trace of u on R(u). Then, for every compact set
F C R(u),

> — [ (K[v dx, u supersolution,
[ ot gumy o § =~ o Gl Hm (413
Q < — Jo (Klvxre]An) dz, u subsolution

for everyn € X(Q), n > 0, such that suppn N C F.
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Proof. Part 1. is a consequence of Corollary 4.4 1.
The first assertion in II. follows from Corollary 4.4 II. with A = R(w).
The second assertion in II. is an immediate consequence of the first.
By Theorem 4.6, u (resp. ) satisfy (4.6), where v is the trace of u (resp.
@) on R(u). Since v is also the trace of u on R(u) we obtain statement III.
O

Theorem 4.8 Assume that g € G satisfies the Keller-Osserman condition.
(i) Let u be a positive solution of (4.1) and let {2, } be a Lipschitz exhaustion

of Q. If y € S(u) then, for every nonnegative Z € C () such that Z(y) # 0

lim Zudwy, = 00. (4.14)
0Qn

(i1) Let u be a positive supersolution of (4.1) and let {Q,} be a C* ezhaustion

of Q. If y € S(u) then (4.14) holds for every nonnegative Z € C(Q2) such
that Z(y) # 0.

The proof of satement (i) is essentially the same as for the corresponding
result in smooth domains [25, Lemma 2.8] and therefore will be omitted. In
fact the assumption that g satisfies the Keller-Osserman condition implies
that the set of conditions II in [25, Lemma 2.8] is satisfied. Here too, the
Keller-Osserman condition can be replaced by the weaker set of conditions
IT in the same way as in [25].

Part (ii) is a consequence of Theorem 4.7 and statement (i).

O

Definition 4.9 Let g € G. Let u be a positive solution of (4.1) with regular
boundary set R(u) and singular boundary set S(u). The Radon measure v
in R(u) associated with u as in Theorem 4.6 is called the regular part of the
trace of u. The couple (v,S(u)) is called the boundary trace of u on 9.
This trace is also represented by the (possibly unbounded) Borel measure U
given by

H(E) {V(E), if E C R(u) (415)

0, otherwise.

The boundary trace of u in the sense of this definition will be denoted by
tragu.

Let
V, i=sup{u,,, : F C R(u), F' compact} (4.16)

where u,,,. denotes the solution of (3.7) with p = vxp. Then 'V, is called
the semi-regular component of u.
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Remark. Let 7 be a Radon measure on a relatively open set A C 0f2.
Suppose that for every compact set F' C A, u,,,, is defined. If V; is defined
as above, it need not be a solution of (4.1) or even be finite. However, if g
satisfies the Keller—Osserman condition or if u., . is dominated by a solution
w, independent of F', then V; is a solution.

TXF

Definition 4.10 A compact set F' C 0Q is removable relative to (4.1) if
the only non-negative solution u € C(Q\ F) which vanishes on Q\ F is the
trivial solution u = 0.

Remark. In the case of power nonlinearities in smooth domains there exists
a complete characterization of removable sets (see [24] and the references
therein). In a later section we shall derive such a characterization for a
family of Lipschitz domains.

Lemma 4.11 Let g € G and assume that g satisfies the Keller-Osserman
condition. Let ' C 0N be a compact set and denote by Ur the class of
solutions u of (4.1) which satisfy the condition,

ue€CQ\F), u=0 ondQ\F. (4.17)
Then there exists a function Up € Up such that
u<Up Yu€Ufp.
Furthermore, S(Up) =: F' C F; F' need not be equal to F.
The proof is standard and will be omitted.

Definition 4.12 Uy is called the maximal solution associated with F. The
set F' = S(Up) is called the g-kernel of F' and denoted by kq(F).

Note. The situation S(Up) C F occurs if and only if there exists a closed
set F/ C F such that F'\ F’ is a non-empty removable set. In this case
Urp =Up.

Lemma 4.13 Let F, Fy be two compact subsets of 9. Then,

Fy C Fy = Up, <Up, (4.18)

and
Urur, SUp +Up,. (4.19)
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If F is a compact subset of 0Q) and {Nk} is a decreasing sequence of
relatively open neighborhoods of F' such that N1 C Ni and NNy = F then

Uy, — Ur (4.20)
uniformly in compact subsets of ).

Proof. The first statement is an immediate consequence of the definition of
maximal solution.

Next we verify (4.20). By (4.18) the sequence {Uy, } decreases and
therefore it converges to a solution U. Clearly U has trace zero outside F'
so that U < Ur On the other hand, for every k, Uy, > Up. Hence U = Up

We turn to the verification of (4.19). Let u be a positive solution of (5.1)
which vanishes on 9Q \ (F} U Fy). We shall show that there exists solutions
ug,ug of (5.1) such that

u; =0 on O\ F;, u < uy + us. (4.21)

First we prove this statement in the case where Fy N Fy = (). Let Eq, E5 be
C'! domains such that E1NEy = () and F; C E;N0N, (i=1,2). Let {{2,} be a
Lipschitz exhaustion of Q and put A, ; = 082, N E;, (i=1,2). Let v, ; be the
solution of (5.1) in €,, with boundary data uXa, , and v, be the solution in
Q,, with boundary data u(1 — XAn,luAn,z)' Then

u < vp + Un,1 + Un2-

By taking a subsequence if necessary we may assume that the sequences
{vn}, {vn1}, {vnz2} converge. Then limwv,; = U; where U; vanishes on
N\ E;, (i=1,2). In addition, as the trace of u on 9\ (Fy U Fy) is zero, we
have limv,, = 0. Thus

u < Uy + Us.

Now take decreasing sequences of C'! domains {Ey 1}, {Ek 2} such that
ExiNEr2=0, F,CE.;N0N, E,;NN|F, i=12

Construct Uy ; corresponding to Ej; in the same way that U; corresponds
to F;. Then,
u < Ug1+Uga2

and, by (4.20), taking a subsequence if necessary,

wi:= lim Uy, =0 on 00\ F; , i=1,2.
k—o0
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This proves (4.21) in the case where Fi, I, are disjoint.
In the general case, let {IV;} be a decreasing sequence of relatively open
neighborhoods of F; N F5 such that

Nj+1 CNj, ﬂNj:FlﬂFQ.

Put F](72 = F» \ Nj. Let {M,} be a decreasing sequence of relatively open
neighborhoods of F; such that

M;y1 C Mj, NM;=Fy, Mjﬂf}{z:@.

Let v; be the largest solution dominated by u and vanishing on the
complement of Fj; U F),:

O\ (Fj1 UF]5) =00\ (F1UF)\ (N;\ My))
= (0Q\ (F1 U Fy)) U (N; \ Mj).

Furthermore, (v — Ug,\p, )+ is & subsolution which is dominated by u and
vanishes on the complement of Fj; U F},. Therefore v; satisfies

w2 wj > (u—Ugpn,)+s

which implies,
0< u—vj < UNj\Mj < UNj'
By (4.20), U ~; L Urinr,- Taking a converging subsequence v;; — v we obtain
0 <u—v< UFlﬂFQ-

By the previous part of the proof there exist solutions v; 1, vj2, whose
boundary trace is supported in Fj,l and Fj{,z respectively, such that

vj < V51 + V2.

Taking a subsequence we may assume convergence of {v; 1} and {vj2}. Then
u; = limv;; has boundary trace supported in F;. Finally,

u<v+Upnp <up +uz +Upnp

and tryqu is supported in Fy while trog(u2 + Up,nr,) is supported in Fb.
Since v — u; is a subsolution dominated by the supersolution us + Up,nF,
there exists a solution wy between them and we obtain

u < up + wo
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where tryqws is supported in F5.
O
The next theorem deals with some aspects of the generalized boundary
value problem:
—Au+gou=0, u>0 in €,

trpe = (v, F), (4.22)

where F' C 02 is a compact set and v is a (non-negative) Radon measure
on 0N\ F.

Theorem 4.14 Let g € G and assume that g is convex and satisfies the
Keller-Osserman condition.
EXISTENCE. The following set of conditions is necessary and sufficient for
existence of a solution u of (4.22):

(i) For every compact set E C 00\ F, the problem

—Au+g(u) =0 inQ, u=vyxg on I, (4.23)
possesses a solution.
(ii) If ky(F) = F', then F\ F' C S(V,).

When this holds,
V, <u<V,+Up. (4.24)

Furthermore if F' is a removable set then (4.22) possesses exactly one solu-
tion.

UNIQUENESS. Given a compact set F' C 052, assume that
Uk is the unique solution with trace (0, ky(E)) (4.25)

for every compact E C F. Under this assumption:
(a) If u is a solution of (4.22) then

max(V,,Up) <u <V, + Up. (4.26)

(b) Equation (5.1) possesses at most one solution satisfying (4.26).
(c) Condition (4.25) is necessary and sufficient in order that (4.22) posses
at most one solution.

MONOTONICITY.

(d) Let uq,ug be two positive solutions of (4.1) with boundary traces (v1, F1)
and (vq, Fy) respectively. Suppose that Fy C Fy and that v; < VaXp, =: vh.
If (4.25) holds for F = Fy then uy < us.
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Proof. First assume that there exists a solution u of (4.22). By Theorem 4.6
condition (i) holds. Consequently V, is well defined by (4.16).

Since V,, < u the function w := u — V), is a subsolution of (4.1). Indeed,
as g is convex and ¢g(0) = 0 we have

g(a) +g(b) < gla+b) Va,beRy. (4.27)

Therefore
0=—Aw+ (9(u) — g(V,)) > —Aw + g(w).

By Theorem 4.3, as g satisfies the Keller-Osserman condition, there exists a
solution w of (4.1) which is the smallest solution dominating w.

By Theorem 4.7, the traces of w and w are equal on A = R(u) C R(w).
Clearly the trace of w on R(u) is zero. The definitions of V,, and w imply,

max(V,,w) <u <V, +w. (4.28)

Therefore

S(w) US(V,) = S(u).

In addition, as w has trace zero in 92\ F, it follows, by the definition of the
maximal function, that

w < Up and consequently S(w) C kq(F).

These observations imply that condition (ii) must hold. Inequality (4.24)
follows from (4.28) and this inequality implies that if F' is a removable set
then (4.22) possesses exactly one solution.

Now we assume that conditions (i) and (ii) hold and prove existence of
a solution. The function V,, is well defined and V,, + Uy is a supersolution of
(4.1) whose boundary trace is (v, F'). Therefore, by Theorem 4.7, the largest
solution dominated by it has the same boundary trace, i.e. solves (4.22).

Next assume that condition (4.25) is satisfied. It is obvious that (4.25) is
necessary for uniqueness. In addition, (4.25) implies that Up < u and conse-
quently (4.24) implies (4.26). It is also clear that (b) implies the sufficiency
part of (c).

Therefore it remains to prove statements (b) and (d). Let u be the
smallest solution dominating the subsolution max(V,,Ur) and let v be the
largest solution dominated by V,, 4+ Up.

To establish (b) we must show that v = v. By (4.26) v —u < V,. In
addition the subsolution v — u has trace zero on 92\ F. Therefore

v —u <min(V,,Up). (4.29)
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Let { Ny} be a decreasing sequence of open sets converging to F' such
that Npy1 € Ni. Assuming for a moment that v is a finite measure, the
trace of V,, on Ny is v} 1= vy, and it tends to zero as k — oo. Therefore,
in this case,

min(V,,Up) <V,, — 0

and hence u = v. Of course this also implies uniqueness (statement (c)) in
the case where v is a finite measure.

In the general case we argue as follows. Let vy, be the unique solution with
boundary trace (v}, Ny) where 1, = v(1 — xy, ). By taking a subsequence if
necessary, we may assume that {vx} converges to a solution v’. By (4.26),

maX(VV;C, UNk) < < VV}Q + Uy,

and, by the previous part of the proof, vy is the largest solution dominated
by V., + Ug,. We claim that if w is a solution of (5.1) then

V,,ﬁwSVV—I-UFZwﬁVV;—FUNk. (4.30)
Indeed,

w<V,4+Up = w < Vu,;'{'vvk“‘UF = w < VV;Q—I_UNk_‘_UF = w < VV;;—{_ZUNM

Thus
OS’w—V,,;C §2U1\7k

which implies
w — ‘/1/1{C < UNk7

because any solution (or subsolution) dominated by 2Uy, is also dominated
by U Ny

Hence v, > v and consequently v" > v.

By (4.20) Uy, | Ur and by definition VV;Q T V,,. Therefore

maX(V,,, UF) <V <V, +Up.

Since v is the largest solution dominated by V, + Up and v < ¢’ it follows
that v = /.
Let uy, be the unique solution with boundary trace (v}, kq(F)). By (4.26),

max (V. , U, r)) < ur < Vi + Upy(r)-

Since u; < u and {ux} increases (because {V,,} increases) it follows that
v’ = limug < u. Furthermore,

maX(V,,, ng(F)) < o <V,+ ng(F)'
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If (4.22) possesses a solution then condition (ii) holds. Therefore for any
solution w of (5.1)

max(Vy, Up,(r)) < w = max(V,,Ur) < w.

Hence max(V,,Ur) < u’ and, as v’ < u we conclude that v’ = u.
Finally, for every € > 0,

(L =€)V + eUpyr) < uy
and consequently
Vg — Uk S ‘/y;€ + UNk - ((1 — 6)‘/1,;€ + Gng(F))) =
Uy, — (1- E)ng(p) + EV,,I/c < UW—I— Up—(1-— E)ng(F) + eVV]; <

E(UF + V”llc) — e(Up +V,).

This implies uy = v and hence u = v. This establishes statement (b) and
hence the sufficiency in (c).

Finally we establish monotonicity. Let v; be the unique solution of (5.1)
with boundary trace (v;, F;), (i=1,2). Then v; is the largest solution domi-
nated by V,, + Ur, (i=1,2). The argument used in proving (4.30) yields

Vi, <w <V, +Up = w<V, +Ug. (4.31)

This implies v; < vs.
O

5 Equation with power nonlinearity in a Lipschitz
domain

In this section we study the trace problem and the associated boundary
value problem for equation

—Au+|u/Ttu=0 (5.1)

in a Lipschitz bounded domain €2 and ¢ > 1. The main difference between
the smooth cases and the Lipschitz case is the fact that the notion of critical
exponent is pointwise. If G is any domain in RY we denote

U(G) := { the set of solutions (5.1) in G} . (5.2)

and U4 (G) = {u € U(G) : v > 0in G}. Notice that any solution is at
least C® in G and any positive solution is C*°. The next result is proved
separately by Keller [19] and Osserman [29].
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Proposition 5.1 Let ¢ > 1, Q C RN be any domain and u >€ C(Q) be a

weak solution of
—Au+ Au?! < B in Q. (5.3)

for some A > 0 and B > 0. Then there exist C;(N,q) > 0 (i = 1,2) such
that

1 2/(¢—1) B\ /4
<Ci| ——— +Cy | — Vx € Q. 54
uz) < G <\/Zdist (w,@Q)) 2 <A> v (5.4)

For a solution of (5.1) in € which vanishes on the boundary except at one
point, we have a more precise estimate.

Proposition 5.2 Let ¢ > 1, Q C RY be a bounded Lipschitz domain, y €
0Q and u € U (Q) is continuous in Q\ {y}) and vanishes on N\ {y}. Then
there exists C5(N,q,2) > 0 and a € (0,1] such that

u(z) < Cs (dist (z,00))* |z — y| YD vz eq. (5.5)
Furthermore a = 1 if Q is a W>* domain with s > N.

Proof. By translation we can assume that y = 0. Let % be the extension of
uy by zero outside Q\ {0}. Then it is a subsolution of (5.1) in R\ {0} (see
[14] e.g.). Thus

i(x) < Cyla| 72/ vz #£0,

and, with the same estimate for u_, we derive
lu(z)| < Ci|z|~2@ Y vz e Q. (5.6)

Next we define the transformation Ty (k > 0) by Ty [u](z) = k=2 Du(k ),
valid for any = € Q) = kQ. Then uy, := Tj[u] satisfies the same equation as
u in Q, is continuous in Q4 \ {0} and vanishes on 9Q \ {0}. Then

up(z) < Ol v € Qy,

thus, by elliptic equation theory in uniformly Lipschitz domains, (which is
the case if £ > 1)

[urlloa@un(Br0\Bs ) < C Ukl Lo (un(Ba\B1)) = Co

This implies

lu(k™ e ) —u(k™2")| < Cok™2/ @ D= 0/ |* V(z,2) € QxQp: 5/4 < |/], || < 7/4.
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Let (z,z) in  x Q close enough to 0. First, if 5/7 < |z|/|z| < 7/5 there
exists k > 1 such that 5/4 < |kx|, |kz| < 7/4. Then

[u(@) = u(2)| < Csla| 24Dz — 2|,

If we take in particular = such that z = Projyq(x) satisfies the above re-
striction, we derive

u(z) < Cslz|~2/ @D~ (dist (z, 0Q))*

Because () is Lipschitz, it is easy to see that there exists 5 € (0,1/2) such
that whenever dist (z,0Q) = |z — Projgq(x)| < f|z|, there holds

5/7 < |a|/ [Projaq (x)| < 7/5.

Next we suppose |z — Projgq(x)| > B|z|. Then, by the Keller-Osserman
estimate,

u(x) < Cla| 47V 2|* < CF~*|2[ /47D |& — Projso(x)|*,

which is (5.5). If we assume that 9 is W2, with s > N, then we can
perform a change W?2# of coordinates near 0 with transforms 992 N Br(0)
into RY N Br(0) and the equation into

- Z 7 < g ) +]altta =0, in RY NBg(0)\ {0}, (5.7)

where the a;; are the partial derivatives of the coordinates and thus belong
to Whs(B r)- By developping,  satisfies

DL

7.7

Notice that, since s > N, the a;; are continuous while the b; are in L®. The
same regularity holds uniformly for the rescaled form of 4y := Ty[u]. By
the Agmon-Douglis-Nirenberg estimates @, belongs to W2#. Since s > N,
@ satisfies an uniform C' estimates, which implies that we can take o = 1.
O
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5.1 Analysis in a cone

The removability question for solutions of (5.1) near the vertex of a cone
has been studied in [11], and we recall this result below.

If we look for separable solutions of (5.1) under the form u(z) = u(r,o) =
rPw(o), where (r,0) € RT x SN~1 are the spherical coordinates, one finds
immediately § = —2/(q¢ — 1) and w is a solution of

~ANw-A, wt|wTrw=0 5.8
N,q

ho = (=) (59)

Thus, a solution of (5.1) in the cone Cy = {(r,0) : 7 > 0,0 € S € SN~}
vanishing on 9C \ {0}, has the form u(r, o) = r=2/(4=Yu (o) if and only if
w is a solution of (5.8) in S which vanishes on 9S. The next result [11, Prop
2.1] gives the the structure of the set of positive solutions of (5.8).

on SV with

Proposition 5.3 Let A\ be the first eigenvalue of the Laplace-Beltrami op-
erator —A' in Wy2(S). Then

(i) If Ag = Ay, there exists no solution to (5.8) vanishing on 0S.

(i) If Ay < Ay, there ewists a unique positive solution w = wg to (5.8)
vanishing on 0S. Furthermore S C §' = wy < wy,.

The following is a consequence of Proposition 5.3.

Proposition 5.4 [11] Assume Q a bounded domain with a purely conical
part with vertex 0, that is

QN B, (0) =C, N By(0) = {x € NB,,(0) \ {0} : z/ |z| € S} U{0}
and that 0Q \ {0} is smooth. Then, if Ay > Ay, any solution u € U()
which is continuous in Q\ {0} and vanishes on OQ\ {0} is identically 0.

Remark. If S ¢ SV~ is a domain and A ¢ the first eigenvalue of the Laplace-
Beltrami operator —A’ in VVO1 ’2(5 ) we denote by &, and « the positive root
and the absolute value of the negative root respectively, of the equation

X2+ (N -2)X — )\, =0.
Thus

dszé<2—N+\/(N—2)2+4>\S>,
aS:%<N—2+\/(N—2)2+4>\S>.
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It is straightforward that

Ag Z Ay, &= ag >

S—F’

S

and, in case of equality, the exponent ¢ = g satisfies ¢, = 1+ 2/a,.

In subsection 6.2 we compute the Martin kernel K and the first eigen-
function p of —A for cones with k-dimensional edge. In particular, if £ =0
and Cyg is the cone with vertex at the origin and ’opening’ S ¢ SNV~ we

have
KO (2,0) = o] 5wy (0),  ple) = ¢ wy(0). (5.11)

Combining the removability result with the admissibility condition The-
orem 3.8, we obtain the following.

Theorem 5.5 The problem

—Au+ |u/Tu =0 in Cs, (5.12)
u € C(Cs\{0}), u=0 ondCs\{0} '
possesses a non-trivial solution if and only if
1<g<gs=1+2/a,.

Under this condition the following statements hold.
(a) For every k # 0 there exists a unique solution vy of (5.1) with boundary
trace kdg. In addition we have

vp/vi(x) — k  uniformly as x — 0. (5.13)

(b) Equation (5.1) possesses a unique solution U in Cg such that S(U) = {0}
and its trace on 0Cg \ {0} is zero. This solution satisfies

|| TTU () = U/ |2]) = ws(e/|a]) (5.14)
and
U=1vyx:= kh—>nolovk' (5.15)

Proof. (a) By (5.11),

1
/ K%(z,0)p(z) dz < C/ rOs ~9% N1 < oo,
CsnNBy 0

since
ay—qoag+N—-1=1-(¢—1ay, > —1.

93



hal-00402084, version 3 - 16 Jul 2009

Thus ¢ is admissible for Cs N By at 0. By Theorem 3.8, for every k € R,
there exists a unique solution of (5.1) with boundary trace kdy.

Observe that, for every a,j > 0, ¥;(x) := a®( @ Vy;(ax) is a solution
of (5.1) in Cg. This solution has boundary trace kdy where k = a?/(@=1);.
Because of uniqueness, v; = v;. Thus

vp(z) = a2/(q_1)vj(ax), k= a*@1j, (5.16)

This implies (5.13).

(b) Let w be a solution in C'g such that S(w) = {0} and its trace on dCs\{0}
is zero. We claim that

W > Voo i= limk — covg. (5.17)

Indeed, for every S’ € S, k > 0,
/ w dwg — 00, limsup/ vpdw, < 0o asa — 0
aS’ aS’

where dw, denotes the harmonic measure for a bounded Lipschitz domain
Q, such that aS’ C 99, and Q, T Cs. Therefore, using the classical Harnack
inequality up to the boundary, w/vy — oo as |z| — 0 in Cs/. In addition,
either by Hopf’s maximum principle (if S is smooth) or by the boundary
Harnack principle (if S is merely Lipschitz),

clvyy <w<evy in Cs\s-
This inequality together with (5.16) yields,
ctop <w < evp in Co\ s

with ¢ independent of k. Therefore ¢ lvy < w in Cs. If 1/c > k/cj > 1
then ?vj < v < cw and consequently v; < w. Here we used the fact that

%vj is a subsolution with boundary trace kdy.
Let Uy be the maximal solution with trace 0 on dCg \ {0} and singular
boundary point at 0. Then

Up(z) = az/(q_l)Uo(aa:) Ya >0, z € Cg,

because a?/ (4~ Uy(azx) is again a solution which dominates every solution
with trace 0 on 9Cs \ {0} and singular boundary point at 0. Hence,

Up(z) = |a| 2= VUp(a/|z]) = |2| >/ Dws(z/|a]). (5.18)
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The second equality follows from the uniqueness part in Proposition 5.3
since the function z — Up(x/|x|) is continuous in S and vanishes on 95.

Inequality (5.17) implies that v, is the minimal positive solution such
that S(w) = {0} and its trace on 0Cg \ {0} is zero. Using this fact we prove
in the same way that v, satisfies

Voo (@) = |22/ Ve (a/|2) = |27 Vws(a/|2)).

This implies (5.15) and the uniqueness in statement (b).
(]

In the next theorem we describe the precise asymptotic behavior of so-
lutions in a conical domain with mass concentrated at the vertex.

Theorem 5.6 Let C be a cone with vertez 0 and opening S C SN=1 and
assume that 1 < g < g4 =1+ 2/a. Denote by ¢s the first eigenfunction of
—A'in W01’2(S) normalized by max ¢, = 1. Then the function

Og = $_as¢s(x/ |l‘|),

with ag as in (5.10), is harmonic in Cs and vanishes on 0Cg \ {0}. Thus
there exists v > 0 such that the boundary trace of ®g is the measure vd&y.
Put &1 = %CDS.

Let ro > 0 and denote Qg = Cs N By (0). For every k € R, let uy, be the
unique solution of (5.1) in Q with boundary trace kdy. Then

ug(xz) = k®1(z)(1+0(1)) asz — 0. (5.19)
If vy, is the unique solution of (5.1) in Cg with boundary trace kdy then
ug/vg — 1 and vg/(k®1) -1 asz — 0. (5.20)

The function ue, = limy_, o ug s the unique positive solution of (5.1) in Qg
which vanishes on 0Qg \ {0} and is strongly singular at 0 (i.e., 0 belongs to
its singular set). Its asymptotic behavior at 0 is given by,

Uso(x) = \x]_q%lwg(m/\x])(l +o(l)) as z—0. (5.21)
Proof. Step 1: Construction of a fundamental solution. Put
®(z) = |27 ¢g(x/]a]),  B(x) = 2| dg(w/ |z]) (5.22)

with ag, ag as in (5.10). Then ® and ® are harmonic in Cy, ® vanishes on
0C, \ {0} and @ vanishes on C,. Furthermore, since ¢ < 1+ 2/a,

/ pdr < oc.
CsnB1(0)
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Therefore the boundary trace of ® is a bounded measure concentrated at
the vertex of Cg, which means that the trace is vdg for some + > 0. (Here
dp denotes the Dirac measure on dCg concentrated at the origin.)
The function
1 Gg—ag z
U(z) = 5@(@?) —rp® T ()
is harmonic and positive in Q and vanishes on 0€) \ {0}. Its boundary

trace is dp.

Step 2: Weakly singular behaviour. By Theorem 3.8 , for any k& > 0, there
exists a unique function uy € L}() with trace kdp and by (3.8)

u(z) = kU (z) — G[|ugl|?). (5.23)
Since |z|*s uy is bounded, we set
v(t,o) =r*su(r,o), t=—Inr.
Then v satisfies
Vi + (205 + 2 — N + Agv + Alv — e@s@ D=2t 9=ty — 0 (5.24)

in Dgy, := [to,00) xS (with ¢y := — Inrp) and vanishes on [ty, c0) x0S. Since
0 < ug(z) < k¥(z), v is uniformly bounded, and, since ag (¢ — 1) —2 < 0,
v(t,.) is uniformly bounded in C%(S) for some a € (0,1). Furthermore,
V'u(t,.) (by definition V’ is the covariant gradient on SV=1) is bounded in

L?(S), independently of . Set

y(t) = Lv(t70)¢st(0)7 F(t) = /S(lvlq_lv)(taff)%d‘/(ff)-
From (5.24), it follows

% <e(2as+2—N)ty/) _ ela+Dag-Nip

where dV is the volume measure on SV~1. By (5.10), v := 20, +2—-N >0,
then

t
y'(t) — e—«/(t—to)y/(to) + e—'yt/ e((f1+1)ozs—N)sF(S)dS7
to

and
|y/(t)| < Cle_ﬁ/(t_to) + C2e(a5(q_1)_2)t.

56



hal-00402084, version 3 - 16 Jul 2009

This implies that there exists k* € R™ such that
tlggo y(t) = k™. (5.25)
Next we use the fact that the following Hilbertian decomposition holds
L*(S) = @2 ker(—A" — A\ D)

where \; is the k-th eigenvalue of —A’ in Wol’z(S) (and Ay = A1). Let v
and F' be the projections of v and [v|?"! v onto ker(—A’ — A I)*. Since

Oy 4 (205 +2 — Ny 4+ A0 4 Ao — elas@ D=2t p — g (5.26)
we obtain, by multiplying by @ and integrating on S,

V" + (205 +2 = N)V' — (Mg — A )V 4 el@s (@Dt >

. The associated o.d.e.
L%(S)

where V(1) = [[3(t, )|l 2(s) and ®(t) = Hﬁ(t, .)(

2+ (2ay +2—N)2'— (N2 — Ag)z + elos(a=1)=2)tp — 0,
admits solutions under the form
2(t) = are™Mt + agel?t 4 d(t)el¥s (a2
where —p1 and po are respectively the negative and the positive roots of
X%+ (204 +2 - N)X — (A2 — A,) =0,

and [d(t)| < e® if ay(q—1)—2 # —pq, or [d(t)| < ct*® if ay(¢—1)—2 = —p1.
Applying the maximum principle to (5.26), we derive

15, M 205y < I5(t0s )l p2gsy e 10 +d(B)el*s @720 v > to. (5.27)

By the standard elliptic regularity results in Lipschitz domains [13], we
obtain from (5.27), for any t > ty + 1,

N - (ag(g—1)—2)s 1
90 Moa(s) < e lolage-srnpes) +eal|es@ODE|

(5.28)
for some a € (0,1] depending of the regularity of 9S. Thus

13t e (s) < ce™" + tels D721, (5.29)
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Combining (5.25) and (5.29) we obtain that
|z|%s ug(x) — k*¢g(x/|x]) =0 asxz—0 (5.30)
in C*(S). Furthermore 0 < k* < k.

Step &: Identification of k*.
Let {Q,} be a Lipschitz exhaustion of Qg and denote by w, (resp. w)
the harmonic measure on 9%, (resp. d€s). By Proposition 3.6

lim uy, dwy, = k.

On the other hand, by (5.30),

ug/(k*|z| %S ¢s) — 1 as = — 0.

Hence
lim u dw, = k™ lim |z| 7S pg dwp,
n—oo 8Qn n—oo 6Qn
= k*y lim D dw, = k™.
Thus

k=k*y. (5.31)

This and (5.30) imply (5.19).
Further,
up < v < kdy

since ®; is harmonic in Cg. Therefore (5.19) implies (5.20).

Step 4: Study when k — oo. By Theorem 5.5, equation (5.1) possesses a
unique solution U in Cg such that U = 0 on 0Cg \ {0} and U has strong
singularity at the vertex, i.e., 0 € S(U). By (5.14) and (5.15) this solution
satisfies

U=t = klim v = ]a:\_rzlws. (5.32)

Let V be the maximal solution in Qg vanishing on 090\ {0}. Its extension
by zero to Cyg is a subsolution and consequently, V < U.

Let w be the unique solution of (5.1) in g such that w = U on Qg N
B,,(0) and w = 0 on the remaining part of the boundary. Then w < U
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so that U — w is a subsolution of (5.1) in g which vanishes on 99 \ {0}.
Therefore U — w < V. Thus

U-w<V<U and U/V -1 as x— 0. (5.33)
Assertion 1. If u is a solution of (5.1) in Qg such that
u=0 on 9Ng\ {0} and u/U —1 as x —0

then u = V.

By (5.33) u/V — 1 as * — 0. Therefore, by a standard application of
the maximum principle, u = V.

Let u be an arbitrary positive solution in 2g vanishing on 0Qg \ {0}.
Denote by u* its extension by zero to C's. Then u* is a subsolution and, by
Theorem 4.3, there exists a solution @ of (5.1) in C's which is the smallest
solution dominating v*. The solution @ can be obtained from u* as follows.
Let {r,} be a sequence decreasing to zero, 1 < rp, and denote

Dn — CS \ Brn(O), hn — u* \‘BDn’

Let w,, be the solution of (5.1) in D,, such that w, = h, on the boundary.
Then {w,} increases and
u = lim wy,. (5.34)

If w has strong singularity at the origin then, of course, the same is true
with respect to 4 and consequently, by Theorem 5.5,

i="U. (5.35)

In the the remaining part of the proof we assume only (5.35) and show that
this implies u = V.

Let z be the solution of (5.1) in Qg such that z = U on 0Qg N9B,, and
0 on Qg NACs. Then u + z is a supersolution in Qg. Let

Q, = Qg \ B, (0) = D,, N B,,(0).
The trace of u + z on 9, is given by

£, = U on 0%, NJB,,
" by + 2 on 00y, \ 0By,

Since U = u > u* we have f,, > h,,. Therefore, if @, is the solution of (5.1)
in Q, such that @, = f,, on the boundary then

Wy < Wy <u+2z in €.
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Hence, by (5.34),
U<u+z.

Since z — 0 as x — 0, it follows that

limsupU/u <1 as = — 0.
Since u < V, (5.33) implies that

liminfU/u>1 as x — 0.

Therefore U/u — 1 as * — 0 and consequently, by Assertion 1, u = V.
This proves the uniqueness stated in the last part of the theorem and (5.33)
implies (5.21).

O

Corollary 5.7 Suppose that u is a positive solution of (5.1) in Qg which
vanishes on 00g \ {0} and

sup |z|*Su = oo. (5.36)
Qs

Then 4 = Ugo-
Proof. Let u be as in (5.34). Since @ > u it follows that

sup |z|*$u = oo.
Qg

By Theorem 5.5 w = U. The last part of the proof shows that u = uxe.
O

As a consequence of Theorem 5.6 we obtain the classification of positive
solutions of (5.1) in conical domains with isolated singularity located at the
vertex. In the case of a half space such a classification was obtained in [14].

Theorem 5.8 Let Cy be as in Theorem 5.6, Qs = Cg N By, (0) for some
ro>0and1<q<gqs=1+2/a,. IfueC(Qs\{0}) is a positive solution
of (5.1) vanishing on 0C N By, (0) \ {0}, the following alternative holds:
Either
(i) limsup, o |#|~% u(z) < co and thus u € C(Qy).
or
(i) there exist k > 0 such that (5.19) holds

or
(iii) (5.21) holds.
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Proof. Let uc be the solution of (5.1) in Q= Qg \ B.(0) with boundary
data u on 25 N IB(0) and zero on 99, \ IB(0). Then

0<u.<u<u+Z(x) Vrelg,

where Z is harmonic in €, vanishes on 09 \ 0B,,(0) and coincides with
won Cy NOB(0). Furthermore 0 < € < € = ue < ue in Qs’é,. Thus u,
converges, as € — 0, to a solution @ of (5.1) which vanishes on 0Q \ {0}
and satisfies

0 <a(x) <u(z) <a(zr)+ Z(z) Vrel,. (5.37)
If
limsup |z|*s a(z) < oo, (5.38)
z—0

it follows from Theorem 5.6-Step 2, that there exists k* > 0 such that
w(x) =k 2|7 ¢g(x/|z])(1 +0(1)) asz — 0. (5.39)

If £* > 0 then w satisfies (ii). If £* = 0, it is straightforward to see that, for
any € > 0, a(z) < e|z|”*s. Thus

u(z) < Z(z) = c|z|*s dg(z/|z))(1+0(1)) asx—0, (5.40)
by standard expansion of harmonic functions at 0.
Finally, if
lim sup |z|*s a(z) = oo, (5.41)
z—0

then, by Corollary 5.7, 4 = us and consequently, by Theorem 5.6, & — and
therefore u — satisfies (5.21). O

5.2 Analysis in a Lipschitz domain

In a general Lipschitz bounded domain tangent planes have to be replaced
by asymptotic cones, and these asymptotic cones can be inner or outer.

Definition 5.9 Let Q be a bounded Lipschitz domain and y € 02. For
r > 0, we denote by Cir (resp. Cgr) the set of all open cones Cs, with
vertex at y and smooth opening S C 0Bi(y) such that Cs, N B,(y) C Q
(resp. QN By(y) C Csy). Further we denote

Cho=J{Csy:Csyect,}, CQ =({Csy:CsyeCS} (542)
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and
cr=cl,. c¢=Ncg. (5.43)

r>0 r>0

The cone C’; (resp. C’yo) is called the limiting inner cone (resp. outer cone)
at y. Finally we denote

S}, =Cl, N0Bi(y), S9.:=C NOB(y),

(5.44)
S} =ClnoBi(y), S§:=CYNoBiy).

Remark. In this definition, we identify 0B;(y) with the manifold SV—1.
Notice that the following monotonicity holds

1 1
Cy77’, C Cy78

(5.45)
O I
Cy,s - CW.

0<s<r:>{

Definition 5.10 If Cg is a cone with vertex y and opening S and if \g is
the first eigenvalue of —A’ in Wol’z(S), we denote

1

Thus q is the critical value for the cone Cs at its vertex.

Remark. As r — Sé,r

is nondecreasing, it follows that r — Agr is nonin-
y,r
creasing and consequently r — ¢¢r is nondecreasing. It is classical that
Yy,

lmh, =X, (5.47)

A similar observation holds with respect to Sgr if we interchange the
terms ‘nondecreasing’ and ‘nonincreasing’. In particular

lm A, =2 (5.48)
In view of (5.46) we conclude that,
limg, =g, limg, =q,. (5.49)

We also need the following notation:
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Definition 5.11 Let Q be a bounded Lipschitz domain. For every compact
set E C 09 denote,

a5 = lin% inf {qsg 1z €09, dist (z2,E) < r} ) (5.50)
If E is a singleton, say {y}, we replace q3; by qj.

Remark. For a cone Cg with vertex y, q; < gs. However if Cg is contained
in a half space then gy = gs. On the other hand, if Cyg strictly contains a
half space then ¢, < gs.
If Q2 is the complement of a bounded convex domain then, for every
y € 09,
g, = (N+1)/(N —1) (5.51)

Indeed gcy > (N +1)/(N —1). But for Hy_j-a.e. point y € 9 there exists
a tangent plane and consequently ¢., = (N 4+ 1)/(N — 1). This readily
implies (5.51).

Since  is Lipschitz, there exists rq > 0 such that, for every r € (0, rq)
and every z € 02, there exists a cone C with vertex at z such that C'N
B,(z) C Q. Denote

a(r,y) := inf {qsgr 1z €00N Br(y)} Vr e (0,rq), y € 00.

Then,
qp = liminf{a(r,y) : y € E}
. . (5.52)
Slnf{hn%a(r, y):y € B} =inf{q, :y € E}.

Indeed, the monotonicity of the function 7 — ¢, (for each fixed y € 652
y,r

implies
* J—

gy = lima(r,y) = sup a(ry). (5.53)

o<r<ro
As
g = lin%inf{a(r,y) ry € B}
T—

inequality (5.52) follows immediately from (5.53).
Finally we observe that, if E' is a compact subset of 92 then

(B)r ={2€0Q:dist (z,E) <1} = q{ T4qp as r]0. (5.54)

In order to deal with boundary value problems in a general Lipschitz
domain €2 we must study the question of gq-admissibility of d,,, y € 9€2. This
question is addressed in the following:
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Theorem 5.12 Ify € 00 and 1 < q <gq_ :=1+2/a_, then
Y

Yy

/QKq(l‘,y)p($)d$ < 0. (5.55)

Furthermore, if E is a compact subset of OS2 and 1 < q < q}, then, there
exists M > 0 such that,

/Kq(:n,y)p(x)dx <M VyeE. (5.56)
Q

Proof. We recall some sharp estimates of the Poisson kernel due to Bogdan
[3]. Set k = 1/2(V/1 + K?), where K is the Lipschitz constant of the domain,
seen locally as the graph of a function from RV~! into R. Let xo € Q and
set ¢(x) := G(z,x0). Then there exists ¢; > 0 such that for any y € 9Q and
x € Q satisfying |z — y| < rg, there holds

_1 9(2) o(z)

‘G ¢2(§) ‘.Z' - y‘2_N < K(.’L’,y) <a ¢2(€) "T - y’2_N7 (557)
for any ¢ such that B, ,_,(§) C 2N Bj,_y(y). This implies
q+1 q+1
el =yl < Ko (e )pta) < g o -yl (559

for some ¢y since ¢ and p are comparable in By, (y), uniformly with respect
to y (provided we have chosen ro < dist (2, 012)/2. Let Cs, be a smooth
cone with vertex at y and opening S := Cs, N 9B (y), such that Cs, N
0By, (y) C Q. We can impose to the point ¢ in inequality (5.57) to be such
that £/|¢| := Ep € S, or, equivalently, such that | — y| < ~dist (£,09) for
some v > 1 independent of £, | — y| and y. Then, by Carleson estimate [2,
Lemma 2.4] and Harnack inequality, there exists ¢5 independent of y such
that there holds
9(§)

—= >c 5.59
o) = (559

for all z € QN B,,(y) and all £ as above. Consequently, (5.58) yields to
K(z,y)p(x) < cag' )|z —y|EM1. (5.60)

There exists a separable harmonic function v in C;, under the form

v(2) = |z —y|*s T2 No (2 —y)/1z — yl)
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where ¢ is the first eigenfunction of —A’ in VVO1 ’2(5 ) normalized by max ¢, =
1, A; the corresponding eigenvalue and « is given by (5.10). By the maxi-
mum principle,

v(z) <ecsp(z) Vze Cs, N By, (y). (5.61)
Therefore there exists ¢g > 0 such that
B(€) = co |6 —y|*s T (5.62)

Because |x — y| > |£ — y| > K|z — y| /2, from the choice of £, it follows

K9(z,y)p(x) < o

T |z — y|(q—1)aS+N—2 Vo € QN By (y)- (5.63)

Clearly, if we choose ¢ such that 1 < ¢ < 4y = 1+ 2/@31, then ¢ <
Y Y

1+ 2/0[51 for some r small enough and we can take Cg, = C’Zir. Thus

T

(5.55) follows.

We turn to the proof of (5.56). To simplify the notation we assume that
q < q5q- The argument is the same in the case ¢ < ¢,

If we assume ¢ < lim,_q inf {qs ; T2E 00}, then for € > 0 small enough,

there exists r. > 0 such that
O<7’§7‘E:>1<q<inf{qsl 12€00t—€ YO<r<re.

Notice that the shape of the cone may vary, but, since 0f2 is Lipschitz there
exists a fixed relatively open subdomain S* C 9Bj such that for any y € 99,
there exists an isometry R, of RY with the property that Ry(g*) C Szir
for all 0 < r < r.. Here we use the fact that r — Szir is increasing when r
decreases. If we take & such that £/|¢| = 2y € R,(S*), then the constants
in Bogdan estimate (5.57) and Carleson inequality (5.59) are independent
of y € 90 if we replace r¢ by inf{r.,ro}. Hereafter we shall assume that
re < rg. Set
vs(t) = [t —y|*s T Nog ((t =)/t —y))
with § = Séﬁ,e. Then vg is well defined in the cone Cg, with vertex y and
opening S. Let
Yoo, i={t € Q: dist (t,00) = cre}.

Because 0f) is Lipschitz, we can choose 0 < ¢ < 1 such that Cg, N X, C
B,.(z). Then we can compare vg and ¢ on the set .. . It follows by
maximum principle that estimate (5.61) is still valid with a constant may
depend on r¢, but not on y. Because

min ¢ > cs
Ry(S*)  Stre
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where cg is independent of y, (5.62) holds under the form
o +2—N
P(§) = c6 € —y| e ) (5.64)

where, we recall it, & satisfies £/[¢| € R,(S*), and is associated to any
r € By, (y) NQ by the property that B, ,_y(§) C Bjz—y(y) N Q, and thus
|z —y| > |€ —y| > x|z —y| /2. Then (5.63) holds uniformly with respect to
y, with rg replaced by r.. This implies (5.56). O

The next proposition partially complements Theorem 5.12.

Proposition 5.13 Let y € 0N and q > q 0 Then any solution of (5.1) in
Q which vanishes on 00\ {0} is zdentzcally 0.

Remark. This proposition implies that, if ¢ > ds0>
Y

/QKq(x,y)p(a;)da: = 00. (5.65)

Otherwise ¢, would be admissible.

Proof. We consider a local outer smooth cone with vertex at y, Co, such that
QN By (y) \ {0} € C2N Byy(y) := Cayry. We denote by S* = Co N OB (y)
its opening. For € > 0 small enough, we consider the doubly truncated cone
C5 o = NC2, \ Be(y)} and the solution v := v, to

—Av+v?=0 inC§,,
v=o00 on dB.(y)NCy
v=o00 on 0B, (y)NCsy
v=0 on dCyN By, (y)\ Be(y),

(5.66)

where ¢ > ¢, = 1+2/a,,, and a, is expressed by (5.10) with S replaced
by S*. Then ve dominates in 5, N any positive solution u of (5.1) in (2
which vanishes on 90\ {0}. Letting ¢ — 0, v, converges to vy which satisfies

—Av+v9=0 in Cyy,
v=o00 ondB, NCy (5.67)
v=0 on dCyN By, (y).

Furthermore u < vg in By, N 2. Because g, is the critical exponent in Cy ,
the singularity at 0 is removable, which implies that v(x) — 0 when x — 0
in Cy. Thus u4(z) — 0 when z — 0 in Q. Thus uy = 0. But we can take
any cone with vertex y containing € locally in B,(y) for > 0. This implies
that for any ¢ > ¢ sor AY solution of (5.1) which vanishes on 9§\ {0} is

non-positive. In the same way it is non-negative. O
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Definition 5.14 Ify € 0Q we say that an exponent ¢ > 1 is:
(i) Admissible at y if
Kl g o) < oo

and we set
q1,y = sup{q > 1: ¢ admissible at y}.

(11) Acceptable at y if there exists a solution of (5.1) with boundary trace d,,
and we set
q2,y = sup{q > 1: ¢ acceptable at y}.

(iii) Super-critical at y if any solution of (5.1) which is continuous in Q\{0}
and vanishes on 02\ {0} is identically zero, and we set

q3,y = inf{q > 1: q super-critical at y}.

Proposition 5.15 Assume  is a bounded Lipschitz domain and y € 0S).
Then
qsé S q1,y = g2 by < q3,y ~q o (568)

If 1 < q < qa,y then, for any real a there exists exactly one solution of (5.1)
with boundary trace vo,.

Proof. It follows from Theorem 5.12 that ¢ o < q1y and from Proposi-
tion 5.13 that g3, < ¢ o It is clear from the definition and Theorem 3.8
that ¢1y < @2y < g3, Thus (5.68) holds.

Now assume that ¢ < g2, so that there exists a solution u with boundary
trace d,. By the maximum principle u > 0 in . If a € (0,1) then au is
a subsolution of (5.1) with boundary trace ad, and au < w. Therefore by
Corollary 4.4 TI, the smallest solution dominating au has boundary trace
ady. If a > 1 then au is a supersolution and the same conclusion follows
from Corollary 4.4 I. If v, is the (unique) solution of (5.1) with boundary

trace ad, then —v is the (unique) solution with boundary trace —ad,.
O

Theorem 5.16 Assume y € 082 is such that SO SI S, let Ay be the
first eigenvalue of —A in Wo (S) and denote

., = 1+2/ag (5.69)

with as as in (5.10). Then q1y = g2y = q3,y = q., and
(i) if 1 <q<q,, then §, is admissible;
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(ii) if ¢ > q., then the only solution of (5.1) in Q vanishing on O\ {y} is
the trivial solution.
(iii) if ¢ = q.,, and v is a solution of (5.1) in Q vanishing on OQ\ {y} then

u:o(l)\x—y]_q%l as x — y in ). (5.70)

Remark. We know that, in the conical case, the conclusion of statement
(ii) holds for ¢ = g, as well. Consequently, in a polyhedral domain 2, an
isolated singularity at a point y € 9 is removable if ¢ > ¢.(y). We do not
know if this holds in general Lipschitz domains.

Proof. The above assertion, except for statement (iii), is an immediate con-
sequence of Proposition 5.15, Definition 5.10 and the remark following that
definition.

It remains to prove (iii). We may assume that v > 0. Otherwise we
observe that |u| is a subsolution of (5.1) and by Theorem 4.3(ii) there exists
a solution v dominating it. It is easy to verify that the smallest solution
dominating |u| vanishes on 09 \ {y}.

For any r > 0 let u, be the extension of u by zero to D, := Cgo N By (y).
Thus u, is a subsolution in D,, u, € C(D, \ {y}) and u, = 0 on (0Cg0 N

B.(y)) \ {y}. The smallest solution above it, say @, is in C(D, \ {y}) and
@, =0 on (0Cg0 N By(y)) \ {y}. By a standard argument this implies that
there exists a positive solution @, in D, such that o, vanishes on 9D, \ {y}
and

Uy < 20, in D,.

We extend this solution by zero to the entire cone 059, obtaining a subso-
lution 1w, and finally (again by Theorem 4.3(ii)) a solution w;, in Cgo which
vanishes on 9Cgo \ {y} and satisfies

U < 2w, in D,.

Observe that ¢ 50 L geyasr | 0. Ifg, =q 50 for some r > 0 then the
existence of a solutlon w, as above is 1mp0851ble Therefore we conclude
that g., < q 50 and therefore, by Theorem 5.5, there exists a solution ve

in Cgo such that

_ 2
Voo, () = |2 =y 7w o ((z —y)/|lz —yl) Ve Cso.
This solution is the maximal solution in Cgo so that

Wy < Voo in D
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But, since g = ds0> it follows that Weo = 0 as 7 — 0. This implies (5.70).
O
The next result provides an important ingredient in the study of general
boundary value problems in Lipschitz domains.

Theorem 5.17 Assume that g > 1, Q is a bounded Lipschitz domain and
u €U (). Ify € S(u) and q < gq;, then, for every k > 0, the measure ké,
1s admissible and

u > ugs, Vk=0. (5.71)

Remark. 1f ¢ > gy, (5.71) need not hold. For instance, consider the cone
Cs with vertex at the origin, such that S ¢ SV~ is a smooth domain and
SN=1\ S is contained in an open half space. Then ¢.o > (N +1)/(N — 1)
while ¢., = (N +1)/(N — 1) for any = # 0 on the boundary of the cone.
Thus ¢*(0) < gco0. Suppose that ¢ € (¢§,¢c0). Let F be a closed subset
of 9Cg such that 0 € F but 0 is a Cy/q o-thin point of F. Let u be the
maximal solution in C's vanishing on 9Cg \ F. Then 0 € S(u) but (5.71)
does not hold for any k£ > 0.

Proof. Up to an isometry of RY, we can assume that y = 0 and represent
0f) near 0 as the graph of a Lipschitz function. This can be done in the
following way: we define the cylinder C, := {z = (2/,zn) : 2’ € By} where
B, is the (N — 1)-ball with radius R. We denote, for some R > 0 and
0 <o <R,

INCL={z=(a',n(z")):2' € By},

and
Y50 =1{z = (', n(x") +6): 2’ € B.},

and assume that, if 0 < § < R,
O ={x = (2, zy) : 2’ € By, n(a) < xnx <n(a’) + R} C Q.

We can also assume that 1n(0) = 0. Although the two harmonic measures
in Q and 992 N C}, differ, it follow by Dahlberg’s result that there exists a
constant ¢ > 0 such that, if § < §y < R/2,

clwi(E) < wor(E +een) < cwi (EB),
6

for any Borel set E C 92 N C§. Therefore, if we set
Mo, = / u(x)dw™, (x),
Ee,o‘
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it follows that lim¢_.g M¢, = oo since 0 € S(u). We can suppose that o is
small enough so that there exists § € (q, q;;) and M > 0 such that, for any

pe(l,q

KP(x,2)p(x)de <M Vze 00N B,. (5.72)
Q

For fixed k there exists € = €(6) > 0 such that M., = k. There exists a
uniform Lipschitz exhaustion {Q} of 2 with the following properties:

(i) QenNCrn{z=(2',zn) : a < xy < b} = X, g, for some fixed a and b.
(ii) The Q. and  have the same Lipschitz character L.

It follows that the Poisson kernel K¢ in €, respectively endows the same
properties (5.72) as K except  has to be replaced by Q., p by p. :=
dist (., 02 and z has to belong to 9Q N B,. Next, we consider the solution
U = V(g Of

—Av+v?1=0 in Q.
{ V= uxy, ,  in 0 (5.73)
By the maximum principle, v > v in Q.. Furthermore v < K% [uxs, | Let

€,0

Gd=(¢+qo)/2 and w C Q be a Borel subset. By convexity

/w (KQS [uxge,g])qp(x)dx < M M.,.

Thus, by Holder’s inequality

/w (KQ [“Xzs,a])qp(fﬂ)dl" < (/wp(:v)d:r> o (M M, )" .

By standard a priori estimates, v¢,) — vo (up to a subsequence) a.e. in €,
thus ’UZ(U) — vg. By Vitali’s theorem and the uniform integrability of the

{Ve(o) }, Ve(o) — o in Lj(Q). Because
Ve(o) + GYe [vg(o)] = K% [uxzw]
where G** is the Green operator in €2, and
K uxs, ] = MeoK (. y) = kK (.,y)
as o — 0, it follows that u > vy, and vy satisfies
vo + G ud] = kK (., y).

Then vy = ugs,, which ends the proof. O

70



hal-00402084, version 3 - 16 Jul 2009

Corollary 5.18 Let {y; i1 C 09 be a set of points such that
q< inf{q; :j=1,...,n}. (5.74)

Then, for any set of positive numbers ki, -+ , ky, there exists a unique solu-
tion uy, of (5.1) in Q with boundary trace jp = Y% k;jdy; .
Ifu e U () and {y;}]_y C S(u) then u > .

Proof. From Theorem 5.17, u > ks, for any 7 = 1,...,n. Thus u >
Uy = max(ukj(;yj), which is a subsolution with boundary trace Ej kjdy; .
But vy}, the solution with boundary trace > j kjdy,; is the smallest solution
above tgzy. Therefore the conclusion of the corollary holds. O

As a consequence one obtains

Theorem 5.19 Let E C 0N be a closed set and assume that g < qy,. Then,
for every pu € M(Q) such that suppu C E there exists a (unique) solution
uy, of (5.1) in Q with boundary trace fi.

If {un} is a sequence in M(Q) such that supp p, C E and p, — p weak™
then uy,, — u,, locally uniformly in Q.

Ifu e Uy () and g < q;(u) then, for every p € M(Q) such that supp pu C
S(u),

uy < u. (5.75)

Proof. Without loss of generality we assume that pu >). Let {u,} be a
sequence of measures on €2 of the form

kn
Mn = E :ajvnéyj,n
Jj=1

where y;, € E, aj, > 0 and Z?Zl ajn = ||pf|, such that p, — p weakly™.
Passing to a subsequence if necessary, wu,, — v locally uniformly in Q. In
order to prove the first assertion it remains to show that v = u,,.

If 0 < r is sufficiently small, there exists ¢, € (¢, ¢},) and M, > 0 such
that, for any p € [1, .| and every z € 9 such that dist (z, F) < r, estimate
(5.72) holds. It follows that the family of functions

{K(-,z):2€ 09, dist (2, E) < r}
is uniformly integrable in L}(2) and consequently the family

{K[v];v € MOQ), ||v|lgy <1, suppr C {z € 90 : dist (2, E) < r}}

71



hal-00402084, version 3 - 16 Jul 2009

is uniformly integrable in L}(2). By a standard argument (using Vitali’s
convergence theorem) this implies that v = w,. This proves the first two
assertions of the theorem.

The last assertion is an immediate consequence of the above together
with Corollary 5.18. Indeed, if £ = S(u) then, by Corollary 5.18, u > uy,.
Therefore u > u,.

O

Proposition 5.20 Let y € 002 and 1 < ¢ < g - Then there exists a
Yy
mazimal solution w = Uy, of (5.1) such that tr(Uy) = ({y},0). It satisfies

liminf |z — y|2/(q_1)Uy(x) Zw,, (o), (5.76)
=Yy Y

oY, 5
[z —yl

uniformly on any compact subset of S;, where W 18 the unique positive
Yy

solution of

“Nw—-A, wt|w/Tlw=0 inSI
{ a1 Y (5.77)

w=0 onaSé,

normalized by w(og) = 1 for some fized oy € S;.
For r > 0 small enough, we denote by W o the unique positive solution
Y,r

of

—Nw-Ay w+ww=0 in SZ?T
’ ’ (5.78)
w=0 on E?Sgr,
normalized in the same way. Then
limsup |z — y|2/(q_1)Uy(x) <Sw, (0). (5.79)
T —y y,r
Ty —°
Finally, if S@? = Sé =S, then
lim |z —yYY9 VU, (2) = wg (o). (5.80)
T —y
o=yl — 7

Proof. We recall that C’;’r (resp. C’gT) is a r-inner cone (resp. r-outer cone)
at y with opening S;r C 0B1(y) (resp. S?S?r C 0B1(y)). This is well defined
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for a r > 0 small enough so that g < qSi,r' We denote by wsém the unique
positive solution of

{ —Aw— Ay w+wflw=0 inS], (5.81)

w=0 on 85577,. .

We construct U, € U4 (2), vanishing on 02\ {y} in the following way. For
0 < e <7, we denote by v := U, . the solution of

—Av+ v o =0 in Q\ B(y)
v=0 1in 9N\ B.(y)
v=o00 in QN OIB(y).

Let v := V! (resp. v := V.9) be the solution of

—Av+ o =0 in o \ Be(y) (resp. C o \ Be(y))
v=0 in 8C’S£ ) \ Bc(y)  (resp. 8C’SyOT \ Bc(y))
v=o00 inC, NIB(y) (resp. C_, NIB(y))

Then there exist m > 0 depending on 7, but not on ¢, such that
V(2) —m < Upe(e) < VO(a) +m (5.82)

for all x € Cé’r \ {Bc(y)} for the left-hand side inequality, and = € 92 N
Br(y) \ {Be(y)} for the right-hand side one. When ¢ — 0, V.I converges
to the explicit separable solution x — |z — y|_2/(q_1)wsér in CSér (the
positive cone with vertex generated by Szir). Similarly V.¢ (’:onverges’ to the
explicit separable solution z — |z — y|~% (q_l)wSoT in CSOT. Furthermore
e <& = Uy <Uye. If Uy = lime_o{Uy.}, there holds

_y|—2/(a—1) LY < U < g —qy|—2/(a=1) —Y
‘.Z' y‘ wszg,r(|$ _ y|) m= y(x) — ‘.Z' y‘ wszg,r(|$ _ y|)+m
(5.83)
These inequalities imply
liminf |z -y VU, (z) > wy, (o), (5.84)
T — Yy y,r
=i
Inequality (5.79) is obtained in a similar way. Since lim,ow , = w,,
y,r Y
uniformly in compact subsets of S; we also obtain (5.76). If Syo = Sé =9,
thenw , =w_, = wy, thus (5.80) holds. O
Yy Yy
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Remark. Because Uy is the maximal solution which vanishes on 00\ {y}, the
function uees, = limg oo ups, also satisfies inequality (5.79). We conjecture
that uses, always satisfies estimate (5.76). This is true if the outer and inner
cone at y are the same. In fact in that case we obtain a much stronger result:

Theorem 5.21 Assume y € 0S) is such that Syo = S; =S5 and q < qcy-
Then Uy = uos, -

Proof. Without loss of generality we can assume that y = 0 and will denote
B, = B,(0) for r > 0. Let C} (resp. C?) be a cone with vertex 0, such
that CIN B, \ {0} C Q (resp. QN B, C C?). We recall that the charac-
teristic exponents a, and a_, are defined according to Definition 5.9 and

Definition 5.10. Sincg ’

aSI:limaI = lim « Zasoo<2/(q_1)v

0 r—0 SO,T' r—0 SOO,T'

we can choose r such that

qozsé,r - ozs(% <2-—(q— 1)(()[567,7- - ozsoor), (5.85)
and for simplicity, we set ozsém =q,, ozsoo,r = a,, and
__a-1
o= 2+a, —qo,

Step 1. We claim that there exists ¢ > 0 and ¢* > 0 such that, for any
m >0
Ums, () > ¢*m|z|™%  Va € B,y NCL (5.86)

Since mK(.,0) is a super-solution for (5.1),
Ums () > mK (z,0) — mq/ G(z,z)K(z,0)dz.
Q

If we assume that 2 € C! N B, then dist (x, Q) > 6|x| for some 0 > 0 since
CINnB,\ {0} C Q. Using Bogdan’s estimate and Harnack inequality we

derive
‘x ’ 2—N

G(x,xg)’

for some fixed point x( in . But the Green function in QN B, is dominated
by the Green function in CO N B, thus G(z,7¢) < ca|z|% where a, =
2 — N + «a,,. This implies

K(%,O) >l

K(z,0) > e3|lz| ™% Vo e CINB,. (5.87)
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Similarly (and it is a very rough estimate)

K(z,0) < cqlz|™ 1 Ve

’2—N

Because G(z, z) < cs|lx — 2 , we obtain

/G(z,x)Kq(z,O)dz < Cﬁ/ |z — 2>~ N|z|" v dz.
Q

Bgr
We write
/ |z — 2|27 N|z| 7% dz = / |z — 2|27V |z| 71 dz
Br By
+ / |z — 2>~ N|z| 711 dz.
Br\By|z|
But

/ Mw%MW%wzm*%/ € — o Nt e
By B3(0)

where £ = z/|z| is fixed. In the same way

/ 2 — 22N |20 gz < / |22~ N=00 | 200
BRr\Bajqz| BRr\By|z|

<lafer [ e
BRry|z)\B2

) R/l
< crlz| —q%/ sl gs.
2

Thus

cs if 1 —qo, > -1
/ |z — 22Nz 7% dz < { cglln|z|| if1—qa, =—1 (5.88)
Br\Bjja| cglz)>71%  if 1 —qa, < —1.

Combining (5.87) and (5.88) yields to (5.86).
Step 2. There holds

Uoosy (Z) > (\xy—%—l)—r—2/<q—1>)ws,(x/\xy) VzeClnB, (5.89)
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where w_, is the unique positive solution of (5.81). For ¢ > 0, let u% be
si 0
the solution of

~Au+ul=0 inC}

{ u ="~ ondCL. (5.90)
By comparing ug&) with the Martin kernel in C/,

ug(;o(a;) < cpollz|~r Vo e CL. (5.91)
Because

/ (aj_ao)7
collx|™ % < c*mlz| % Vo st |z| > e (E) , (5.92)

it follows

/ (O‘]_ao)7
Umsy () > uls(x) Va st. e <E> <l|z| <c'm7m. (5.93)

Notice that (5.85) implies

/ (o —ap)~t
<—> =o(m™") as m — oc.

m

Since ug&) (x) < ]az\_z/(q_l)wsg (x/|z|), it follows, by the maximum principle,
that
i (@) = g () = 0V, (@ o]

-1

14 )(af ~%) . Letting successively

m

for every z € C/ N B, such that |z| > c11 (
m — oo and £ — oo and using

Jim uls, (@) = |2 /Do (o/lsl) Vo € O,

we obtain (5.89).
Step 3. Let u € U, (), u vanishing on 02\ {0}. Because

u(x) < Cnglz| /7Y

and CI N B, \ {0} C Q, it is a classical consequence of Harnack inequality
that, for any z and 2’ € CI N B, 5 such that 27z < [2/| < 2|z|, u satisfies

cpu(@) < u(z) < cpu(a’),
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where ¢12 > 0 depends on N, ¢ and min {dist (2,00)/|z] : z € m}
Step 4. There exists c13 = c13(q, ) > 0 such that

Up(x) < c13uses(z) V€ Q. (5.94)
Becaus;e of (5.79) and the fact that for » > 0 and any compact subset
K C 5,

Weo (o)
1< 2 <M Vo€EK,

where M depends on K, there exists c;4 > 0 such that

Up(x)

1<
Uoodg (z)

<cy VreB, st z/lx|€K.

Using Step 3, there also holds

_ . [ Uo(2)) uoes, (2') Up(2') toos, ()

cl<m1n{ 0 , —=0 < max , —=20 <c5 Vr,2’ € B,)y,

= Uo(®) " troosy(z) J ~ Up(x) oesy(@) J =7 2
(5.95)

provided z/|z| and '/|2'| € K and 27! |z| < |2| < 2|z|. For 0 < s < /2,
set I's = QN 0B;. There exists ng € N, and x € (0,1/4), independent of
s, such that for any = € T'g such that x/|z| € K, there exists at most ng
points a; (j = 1,...5;) such that a; € T'y, a1 € 09, ks < dist (a;,00) < s,
laj —ajq1] < s/2for j =1,...5, and aj, = x. Using Proposition 9.1 and the
remark hereafter,

! Uo(2)
Uo(az)

Combining with (5.95) we derive

toess (2) _ U(2)

= tmetola1) ~ “Tola)

Vz e I's N By,.

Up(x) < ecffuoosy () Vo €T
Because ccjPuss, is a super-solution of (5.1) (clearly ccjf > 1),
Up < ccuoes, in Q\ Bs Vs € (0,r].

Thus (5.94) follows with ¢35 = ccff.

Step 5. End of the proof. It is based upon an idea introduced in [22]. If we
assume Uy > usos,, the convexity of x — x9 implies that the function

1

— (Un —

V= Usos, —
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is a super solution such that
AQUoosy <V < Usody

where a = % < 1. Since auqes, is a subsolution, it follows that there
exists a solution w such that

AUoosy < W < V < Uy -

But this is impossible because, for any a € (0,1), the smallest solution
dominating atees, 15 Usos, -

O

The next result extends a theorem of Marcus and Véron [22].

Theorem 5.22 Assume that  is a bounded Lipschitz domain such that

Syo = S; = Sy for every y € Q. Further, assume that

Then for any outer reqular Borel measure U on O there exists a unique
solution u of (5.1) such that tr,,(u) = v.

Proof. We assume v ~ (v, F) in the sense of Definition 4.9 where F' is a
closed subset of 092 and v a Radon measure on R = 92\ F'. We denote by
Ur the maximal solution of (5.1) defined in Lemma 4.11. Because q < ¢},
for any y € F' there exists uccs, (and actually Uosos, = Uy by Theorem 5.21).
Then Up > usy by Lemma 4.13, thus S(Ur) = F' = F with the notation of
Definition 4.12. By Theorem 5.19, any Radon measure is q-admissible thus
for any compact subset £ C R there exist a unique solution u,,, of (5.1)
with boundary trace vxg. Therefore there exists a solution with boundary
trace v and, by Theorem 4.14, its uniqueness is reduced to showing that
Up is the unique solution with boundary trace (0, F). Assume up is any
solution with trace (0, F'). By Theorem 5.17 and Theorem 5.21, there holds

up(T) > Uoes, (z) = Uy(z) Yy € F, Vx € Q. (5.96)

Next we prove:

Assertion. There exists C' > 0 depending on F', Q) and q such that
Up(z) < Cup(x) Vo € Q. (5.97)

There exists r9g > 0 and a circular cone Cy with vertex 0 and opening
So C 0B such that for any y € 02 there exists an isometry R, of RY such
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that Ry (Co) N By, (y) € QU {y}. We shall denote by C; a fixed sub-cone of
Cy with vertex 0 and opening S; € Sp. In order to simplify the geometry,
we shall assume that both Cy and Cy are radially symmetric cones. If x € Q
is such that dist (z,0) < ro/2, either

(i) there exists some y € S and an isometry R, such that R, (Co)N By, (y) C
QU {y} and (z —y)/|z —y| € 51,

(ii) or such a y and R, does not exist.

In the first case, it follows from Proposition 5.20 and Theorem 5.21 that

up(x) > ci|x —y| "2 @D, (5.98)

Furthermore, the constant ¢; depends on 7, S ¢ and €2, but not on ug. By
(5.5)
Up(z) < ¢ (dist (z,00)) "2/, (5.99)

Since in case (i), there holds dist (z, 9Q) > ¢3|x —y| for some ¢3 > 1 depend-
ing on Sy and Sy, it follows that (5.97) holds with ¢ = clcg/(q_l)/c;),.
In case (ii),  does not belong to any cone radially symmetric cones

with opening S and vertex at some y € S. Therefore, there exists ¢4 < 1
depending on C such that

dist (z,002) < ¢udist (z,S). (5.100)
We denote r, := dist (z,S). If
dist (z,0Q) < min{cy, 107 Y7y, (5.101)

there exists {; € JQ such that v — &;|dist (z,0¢2). Then By, /10(&x) C
By, (z). We can apply Proposition 9.1 in © N By, /19(§:). Since z €
B,., /5(§x), there holds

up(z)
Ur(z)

We can take in particular z such that |z — &;| = r,/5 and dist (z,09) =
max{dist (£,0Q) : t € B,_/5(£) NQ}. Since the distance from z to S is
comparable to dist (z, 9€2), there exist ng € N, depending on the geometry
of 2 and ng points {a;} with the properties that dist (a;, 0§) > dist (2, 092),
B, j10(a;) N B, jio(ajy1) # 0 for j =1,...,n9 — 1, a1 = 2z and ap, have the
property (i) above, that is there exists some y € S and an isometry R, such

_1urp(z) _ up()
% Up(z) = Ur(a)

<cs Vz € Bm/S(&m) N Q. (5.102)
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that R, (Co) N By, (y) C QU {y} and (an, — y)/|an, — y| € S1. By classical
Harnack inequality (see Theorem 5.21 Step 3), there holds

ur(a;) > coup(ajy1) and Ur(aj) > cg'Ur(ajin)
for some cg > 1 depending on N, ¢ and 2 via the cone Cy. Therefore

uF(ano)

(an )uF(x) < crup(x), (5.103)

which implies (5.97) from case (i) applied to a,.
Finally, if (5.100) holds, but also

dist (x, Q) > min{cy, 1071}y, (5.104)

this means that dist (z, 92) is comparable to r,. Then we can perform the
same construction as in the case (5.101) holds, except that we consider balls
Bist (z.00)/ 4(a;) in order to connect x to a point a,, satisfying (i). The
number ng is always independent of up. Thus we derive again estimate
(5.97) provided dist (x,0Q) < r9/2. In order to prove that this holds in
whole €2, we consider some 0 < 71 < ro/2 such that Q. := {z € Q :
dist (x,€) > 71} is connected. The function v solution of

_ 9—0 in
{ Av+v1=0 inQ, (5.105)

v =ciur in 09,

is larger that Up in Q/n- Since ciup is a super solution, v < cjup in Q/n'
This implies that (5.97) holds in €.

Inequality (5.97) implies uniqueness by the same argument as in the
proof of Theorem 5.21, Step 5. O

6 The Martin kernel and critical values for a cone.

6.1 The geometric framework

An N-dim polyhedra P is the bounded domain bordered by a finite number
of hyperplanes. Thus characteristic elements of the boundary of P are the
faces (subsets of an hyperplane), the vertex (intersection of N hyperplanes)
and a wide variety of N-k dimensional edges, where k ranges from 2 to N. An
N-k dimensional edge, i.e. an intersection of k hyperplanes, will be described
by the characteristic angles of these hyperplanes.
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We recall that the spherical coordinates in RY = {x = (21,...xx)} are
expressed by

r1 =7rsinfy_1sinfy_s...sin Ay sin 64
T9 = rsinfy_1sinfy_s...sin Oy cos 61
r3 =rsinfy_1sinfpn_s...cos Oy

(6.1)

TN_1 =rsinfy_1cosby_o,
TN =71cosOn_1

where 61 € [0,2n] and 6, € [0,7] for £ = 2,3,..., N — 1 (the 6; are the
Euler angles). Thus the ”angular” component o € S™V~! of the spherical
coordinates (r, o) of x € RY is denoted by o = (1, ...,0n_1).

We consider an unbounded non-degenerate k-dihedron defined as follows.
Let k € [2, N]NN and let A be given by

s (O,al)xH;?;zl(aj,a;-) if k>2
(0,0[1) ifk=2

where
0<ay <2m, 0<ozj<oz;-<7r j=2,.,k—1
We denote by S4 the spherical domain

N-1
Sa={zeRY:|x|=1,0€Ax []l0,7]} c SV} (6.2)
j=k

and by D4 the corresponding k-dihedron,
Dy={x=(r,o):7>0,0 € Sa}.
The edge of D4 is the (N-k)-dimensional space
da={z:21=22=..=2x =0} (6.3)
6.2 Separable harmonic functions and the Martin kernel in
a k-dihedron.

In the system of spherical coordinates, the Laplacian takes the form

1

N -1
Au = Oppu + T@u + ﬁAquu
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where the Laplace-Beltrami operator AS is expressed by induction by

N-1

. 1 8 . N—2 8u
ASN*lu _(Sin QN_l)N—2 89]\/_1 <(Sln HN_I) 69]\1_1>

1
(sinfn_1)? ASN# s

(6.4)

and
Aslu = 89191u (65)

If we compute the positive harmonic functions in the k-dihedron D4 of the
form

v(z) =v(r,o) =rw(o) in Dy, v=0 indD4\ {0}
we find that k satisfies the algebraic equation
K24+ (N-2k—As1=0 (6.6)

where Ay is the first eigenvalue of —A_ , in VVO1 2(S4) and w is the corre-
sponding normalized eigenfunction:

A wt+Agw=0 1in Sy
SN—-1
{ w=0 on dSy. (6.7)
Thus
1
/{+:§(2—N+\/(N—2)2+4)\A>
1 (6.8)
—Z(o_N_ —9)2
;-@__2(2 N — /(N —2) +4>\A).
Since

SN — {a eRNIXR: 0= (0osinfn_1,c080n_1), 03 € SN_2} , (6.9)
we look for w := w{} of the form
Wi (o) = (sinfy_1)*wi®(03), On_1€(0,7), ope SN2
Here SV=2 = SN=1n{zx = 0} and we denote
SV — gy n{ay =0}, DY i=Dan{ey =0} cRVL
Then (6.8) jointly with relation (6.4) implies
ASN—QW{2} + (M —ky)wiZ =0 on SI{LXN_%

(6.10)
N-2
w2t =0 on (‘95;51 }.
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Since we are interested in w2} positive, )\f} = A4 — k4 must be the first
in WSV,

Next we look for positive harmonic functions 4 in DIE‘N_2} such that

eigenvalue of —AS N2

/

w(z1,...,xNn-1) =r"w(o2), @=0on 8D2N_2}
The algebraic equation which gives the exponents is
()2 + (N =3) = AP =0
Denote by &/, the positive root of this equation. By the definition of )\{ }
24 (N=3)ky — AP =2 4 (N =2k —Ag =0,
Therefore £/, = k4. Accordingly, if k£ > 3, we set
Wl (09) = (sinOn_o) +w (03),
an find that w3} satisfies

A

sN-3

w4+ (A4 —26)wB =0 in S;{KN_‘%}

(6.11)
N-3
wB' =0 on 651{4 },

where

S{N 3 =San{zy =xn-_1 =0}

Performing this reduction process (N-k) times, we obtain the following re-
sults.

(i) If £ > 2 then
w(o) = (sin On_q sin Oy _g...sin O) N F 1 oy 1 11) (6.12)
where
oN_k1 €SP =SV N {ay = oy = - = 254 = 0},
and W' := wIN=F+1} gatisfies

A "+ (A4 — (N —k)kp)w' =0, in S{k 1

U1},

Skrflcu

(6.13)
Ww'=0, ond
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Si;k_l} =San{zy=any1=..=211 =0}~ A

and g — (IV — k)k4 is the first eigenvalue of the problem. In such a case,
it is usually impossible to determine more explicitly wi¥—5+1} and Ay —
(N — k)k4, except for some very specific values of a; and a;, associated to
consecutive zeros of generalized Legendre functions.

(ii) If k = 2 then
w(o) = (sin @1 sinOn_s... sin Oy)+wIV =11 (g,) (6.14)
where oy_1 € S* ~ 0 € (0,2n), and wiN—1} satisfies

Aslw{N_l} + (M — (N =2k )wt¥"1 =0 on S;{Kl}

S 0 on st (6.15)
with 85121} ~ (0, ). In this case
Ky = g wN=1}(9,) = sin(n6; /o), (6.16)
and 7'1'2 7'1'2 s
M= (N =2y === +(N-2)_. (6.17)

Observe that % < k4 with equality holding only in the degenerate case
a = 27 (which we exclude).

In either case, we find a positive harmonic function v4 in D 4, vanishing
on 0D 4, of the form
va(e) = 2" w(z/|z])

with w as in (6.12) (for k > 2) or (6.16) (for k=2).
Similarly we find a positive harmonic function in D4 vanishing on 9D 4\
{0}, singular at the origin, of the form

Kjy(x) = |2|* w(@/|z]), £-=2-N-ry.

Because of the uniqueness of the kernel function (see A.2) K'j(x) is, up to a
multiplicative constant ¢4, the Martin kernel of the Laplacian in D4, with
singularity at 0. The Martin kernel, with singularity at a point z € d4, is
given by

(sin On_18infn_o...sin ek)mrw{N—k—i-l} (UN—k+1)
‘.’L’ _ Z‘N—2+n+

Ka(z,2) =c, (6.18)
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for every x € Dy4. From (6.1)

sinfy_1sinfy_o...sin b = |z — z|_1\/:17% +z3+ .+ :17%

Therefore, if we write z € RY in the form = = (2/,2"), 2’ = (21, ..., %),

" = (g1, - ,TN), we obtain the formula,

’x/’“er{N—k‘H} (UN—k+1)
|z — 2| (V—2+2r)

KA($7 z) =Cy

6.19
_ |2/ [+ WtV (o g4q) (019

=Cy (‘x/’2 + ‘x// _ Z’2)(N—2+2n+)/2'

Therefore, the Poisson potential of a measure p € 9(d,) is expressed by

Klul(z) = c,|o/I*t 0N (on_pp)

du(z) (6.20)
- /RM(

|$l|2 + |x// _ Z|2)(N—2+2/€+)/2.

6.3 The admissibility condition

Consider the boundary value problem

—Au+[u/T u=0 inDy (6.21)
u=p€MODy). '
Let ' = |2/, " = |2"],
Igp={z=(2,2"): 7" <R" <R} (6.22)

and let pr denote the first (positive) eigenfunction in Dy g := Do NTg.
By Definition 3.7, the admissibility condition for a measure p € M(d4 N
I'r) relative to (6.21) in D g is

K| paf] ()7 pp () d < 00 (6.23)

Dar

where K is the Martin kernel of —A in D A,r. Near d 4 this kernel behaves
like the Martin kernel of the dihedron D 4. Furthermore, the first eigenfunc-
tion p, of —A in I/Vol’2 (Da,r) behaves like the regular harmonic function v4.

Therefore
pr(@) ~ ()Wt (o) (6.24)
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and the admissibility condition for a measure p € M(d4) is

/ K[|ul)(@)|"p(x)dz < o0 VR > 0, (6.25)
TrND 4
with T'g as in (6.22). By (6.20),

Klull(z) < e, (') / i 2" — )dlul(2) (6.26)

RN—-k

where
j(z) = x| NT272R+ vz e RV, (6.27)

Therefore, using (6.24), condition (6.25) becomes

R
/0 / <R </RN kj(a:',x” o Z)d‘ﬂ‘('z))q(T/)(q+1)“++k—1dx”dr' < 00
x| < _

(6.28)
for every R > 0.
6.4 The critical values.
Relative to the equation
—Au+|ulTtu=0 (6.29)

there exist two thresholds of criticality associated with the edge da.

The first is the value ¢ such that, for ¢ < ¢ the whole edge dj is
removable relative to this equation, but for 1 < ¢ < ¢} there exist non-
trivial solutions in D4 which vanish on D4 \ d4. The second ¢. < ¢}
corresponds to the removability of points on d4. For g > ¢. points on dx
are removable while for 1 < ¢ < ¢. there exist solutions with isolated point
singularities on d4. In the next two propositions we determine these critical
values.

Proposition 6.1 Assume ¢ > 1,1 <k < N. Then the condition

2—k++/(k—2)2+4 a4 — 4(N — k)r+
)\A— (N—k’)/{+

g<gq.:=1+ (6.30)
18 necessary and sufficient for the existence of a non-trivial solution u of
(6.29) in D 4 which vanishes on 0Da\da. Furthermore, when this condition

holds, there exist non-trivial positive bounded measures p on da such that
Klu] € LATrN Dy).
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Remark. The statement remains true in the case k¥ = N, which is the case
of the cone. In this case ¢. = ¢} = 1+ (2/ag) in the notation of Section
5. However, in the present notation, ag = —k_ and a straightforward
computation yields:

_N+24 /(N -2)24+4)
N—=2+(N—-22+4\s

Qe (6.31)

Proof. Recall that Aq— (N —k)k is the first eigenvalue in Sik_l} (see (6.13)
and the remarks following it). Let x/_, s be the two roots of the equation

X2 4 (k=2)X —(Ma— (N —k)ky) =0,

ie.

K ==(2—k+(k—2)24+4004 — (N — k)ry).

DO | =

Then, by Theorem 5.5 and Theorem 5.6, if 1 < ¢ < 1— (2/k") (note that
because of a change in notation the entity denoted by ag in subsection 5.1
is the same as —«’_ in the present section) there exists a unique solution of
(6.29) in the cone Osi—l i.e. the cone with opening Sffl c Sk=1 ¢ RF with
trace ady (where dy denotes the Dirac measure at the vertex of the cone and
a > 0). By Theorem 5.6 this solution satisfies

ug(z) = alz|”“ ¢(z/|x])(1 +o(1)) asz — 0, (6.32)

where ¢ is the first positive eigenfunction of —A’ in WO1 ’2(5112_1) normalized
so that u; possesses trace dg.
The function u given by

g (2, 2") = ua(z) V(2',2") € Dy = C’qu x RNV-K,

is a nonzero solution of (6.29) in D4 which vanishes on 0Dy4 \ d4 and has
bounded trace on dg4.

A simple calculation shows that 1 — (2/k_) equals ¢} as given in (6.30).

Next, assume that ¢ > ¢} and let u be a solution of (6.29) in D4 which
vanishes on 0D 4 \ d4.

Given € > 0 let v, be the solution of (6.29) in DilN_k_l} \ {2’ € RF .
|2’| < €} such that

oo, if || =e.

if o/ D{N—k—l}
’Ue(x/): {0, I xr Ga A
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Given R > 0 let w, be the maximal solution in {z” € RN=%: |2”| < R}.
Then the function u* given by

(@, 2") = vela') + wy (")

is a supersolution of (6.29) in Dy \ {(«/,2") : |2/| > ¢, |2"| < R} and it
dominates u in this domain. But w,(2”) — 0 as R — oo and, by [11],

ve(2') — 0 as € — 0. Therefore u; = 0 and, by the same token, u_ = 0.
O

Proposition 6.2 Let A be defined as before. Then

Klu] € LITrN Da) V€ M(da), YVR>0 (6.33)
if and only if
KR4 + N
1 = —————. .34
<qg<gq i N2 (6.34)

This statement is equivalent to the following:
Condition (6.34) is necessary and sufficient in order that the Dirac mea-
sure u = dp, supported at a point P € d 4, satisfy (6.33).

Proof. 1t is sufficient to prove the result relative to the family of measures
such that u is positive, has compact support and u(ds) = 1. Let R > 1 be
sufficiently large so that the support of p is contained in I'g 5. The measure
u can be approximated (in the sense of weak convergence of measures) by
a sequence {u,} of convex combinations of Dirac measures supported in
da NTgsy. For such a sequence K[u,] — Klu] pointwise and {K[u,]} is
uniformly bounded in D4 \ I'sg/4. Therefore it is sufficient to prove the
result when p = dg. In this case the admissibility condition (6.28)) is

R
/ / j($)q(T/)(q-i-l)l@r—l-k—ldx//dr/ < o0,
0 lz”|<R

i.e.,
R (R
/ / ’x‘q<2_N_2K+)(T/)(q+1)n++k_1(T//)N_k_ldrl/dT/<OO.
0 0

Substituting 7 := 7" /1" the condition becomes
R 2 2 -N=-2x4) na(2—N N-1_N—k—1 /
/ / (147%)2 (T)q(_ —hp) gt N1 N=k=1 g g0/ o,
o Jo
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This holds if and only if ¢ < (k+ + N)/(k+ + N —2).
U

Remark. Tt is interesting to notice that k does not appear explicitly in (6.34).
Furthermore, we observe that

2 2q.
qc_l(qc_l—N>:AA<:>I€+(I€++N—2):)\A, (6.35)

which follows from (6.8). This implies that there does not exist a nontrivial
solution of the nonlinear eigenvalue problem

_ _L i_ q—=1,, _ i
B 0= (V) e =0 s, s

Yv=0 inds,,

which, in turn, implies that there does not exists a nontrivial solution of
(6.29) of the form u(x) = u(r,o) = |z|~2/(¢=V(s), and also no solution
of this equation in D4 which vanishes on dDy4 \ {0}. This is the classical
ansatz for the removability of isolated singularities in d4.

7 The harmonic lifting of a Besov space B™*?(d4).

Denote by WoP(Rf) (¢ > 0, 1 < p < o) the Sobolev spaces over R, In
order to use interpolation, it is useful to introduce the Besov space B%P(R’)
(o > 0). If o is not an integer then

B7P(RY) = WP (R"). (7.1)
If o is an integer the space is defined as follows. Put

Apyf=fl+y)+ flz—y) —2f(z)

Then A,
BYP(RY) = {f € LP(RY) : |y|ff£/p € LP(R" x RZ)}, (7.2)
with norm
Ay fIP 1/p
P G =) R &
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(with standard modification if p = co) and
Bm,p(RZ) {f cWwm= l,p(RZ)
Dof € BYP(RY) Va e N, |o| = m — 1}

with norm

1/p

|DSA o, fIP
= - i (7.5
| fll gme = || fllym-1p + E //R‘ZXW PED dx dy (7.5)

|a|=m—
We recall that the following inclusions hold ([30, p 155])

WmP(RY) ¢ B™P(RY) if p>2

(7.6)
B™P(RY) c WmP(RY) if 1 <p<2.

When 1 < p < oo, the dual spaces of W*P and B™P are respectively denoted
by W2 and B~
The following is the main result of this section.

Theorem 7.1 Suppose that q. < q < ¢ and let A be defined as in subsec-
tion 6.1. Then there exist positive constants cy,ce, depending on q, N, k, k.,
such that for any R > 1 and any p € My (da) with support in Bro:

Cl ||lu’||fos,q(RN7k)

< /DARK[IMI]Q(:E) (@)dz < es(1+ R)? 1% o sy » (7.7)

where s = 2 — '”quk, B=(q+ 1)k +k—1and Dar=DaNTg. If ¢ =g
the estimate remains valid for measures p such that the diameter of supp p
is sufficiently small (depending on the parameters mentioned before).

Remark. When ¢ > 2 the norms in the Besov space may be replaced by the
norms in the corresponding Sobolev spaces.

Recall the admissibility condition for a measure p € My (da):

Klp]Y(z)p(z)dr < oo VR >0

Dar
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and the equivalence (see (6.25)—(6.28))

K{p(x)p(x)de ~ T4 () = (7.8)

Dar

f du(z) q
(g+ D) kg +k—1 3,1
/o /% </RNk (12 + |2 — z|2)|)(N—2+2H+)/2) T da"dr,

where z = (2/,2") € RFxRN=F 7 = |2/| and BY, = {2” € RN : |2"| < R}.
We denote,

v=N—2+2k,. (7.9)

If 2k4 is an integer, it is natural to relate (7.8) to the Poison potential
of pin R} =Ry xR, 1 where n = N — 2+ 2x,. We clarify this statement
below.

Assuming that 2 <n + k — N, denote

Y= (ylagvy”) GRna g: (y27"' 7yn+k—N)7 y”: (yn-i—k—N-‘rlv"' 7yn)-
The Poisson kernel in R} =R, x R, is given by
Po(y) = wmylyl™™ 1> 0, (7.10)

for some 7, > 0, and the Poisson potential of a bounded Borel measure p
with support in

d:={y=(0,9") eR": ¢ € Ry_p}

is

Ko [1 () = 71 / d(2)

vyeRY.  (7.11)
RNE (yf + [ + [y — 2I?)

n/2
In particular, for y = 0,

(7.12)

K1) (y1,0,4") = Yot / dp(2)

RN—Fk (y% + ‘y// _ 2‘2)n/2‘

The integral in (7.12) is precisely the same as the inner integral in (7.8).
In fact, it will be shown that, if we set

n:={v}=inf{m e N:m > v}, (7.13)
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this approach also works when 2k, is not an integer. We note that, for n
given by (7.13),
n—N+k2>2, (7.14)

with equality only if k = 3 and k1 < 1/2o0r k =2 and k4 € (1/2,1]. Indeed,
n—N+k=k+ {2} —2
and (as ky > 0) {2k} > 1. If £ = 2 then k4 > 1/2 and consequently

{2k4} > 2. These facts imply our assertion.
We also note that s, is strictly increasing relative to A4 and

=1, if Dy =RY,
ke <1, if Dy GRY, (7.15)
>1, if Dy 2 RY.

Finally we observe that v := Ag — (N — k)k4+ > 0 (see (6.13)) and, by (6.8)
and (6.30):

—(k—=2)++/(k—2)2+4y
S )

Therefore ¢} is strictly decreasing relative to v and consequently also relative

y=rL A+ (k= 2Ry, @ =1+ (7.16)

to k4.
The proof of the theorem is based on the following important result
proved in [31, 1.14.4]

Proposition 7.2 Let 1 < g < oo and s > 0. Then for any bounded Radon
measure 1 in R"™1 there holds

T = [ Talld )€™ 95y~ oy (7.17)
+
In the first part of the proof we derive inequalities comparing I(u) and

J A’R(,u). Actually, it is useful to consider a slightly more general expression
than I(u), namely:

[m,j(u) ,:/ / yldlu(z)
ne R7H | JRm (y% g2+ |y — z|2)V/2

where v is an arbitrary number such that v >m, j > 1 and o > 0. A point
y € R7" is written in the form y = (y1,7,y") € Ry x RI7L x R™. We
assume that y is supported in R". Note that,

q
ey dy,  (7.18)

I(p) =21 where m=N—k, j=n—-m=n—N+k  (7.19)

92



hal-00402084, version 3 - 16 Jul 2009

Put

du(z)
Flir) = [ |

With this notation, if j > 2 then

= [ Bl e ()
Ri—

and if j =1

q
dy" V1€ [0,00). (7.20)

I () = /0 Fylil(yn)e 1 dy, (7.22)

Lemma 7.3 Assume thatm <v,0<o0,2<jand1l < q< oo. Then there
exists a positive constant c, depending on m,j,v,o,q, such that, for every
bounded Borel measure p with support in R™:

1 [ ) oo
[ Rl hag(r)ir < 27 < e [ Bnlidr)hos (i, (723)
0 0
where F, ., is given by (7.20) and, for every T > 0,
T(U+1)Q+j_2
. I =2,
hoj(r) = { (L4 7)lrDi (7.24)
e Trlota=l g =1,
Proof. There is nothing to prove in the case j = 1. Therefore we assume
that j > 2.
We use the notation y = (y1,7,y”) € R x R~! x R™. The integrand in
(7.21) depends only on y; and p := |y|. Therefore, I/ can be written in
the form

15 _cm]/ / Fomlul(\/yi + p )6 TV Gy pi=2dp.

We substitute y; = (72 — p )1/ 2 then change the order of integration and
finally substitute p = r7. This yields,

C;z}jIzTc’rj(M)

- / / Fymlp)(r)p " 2e" V7P (22 — p?) ot 09/27 01 g 7
0 0
[e'e) 1
N / / Fylp) ()77 =20 0=V £ (0 dp i,
0 0
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where
f(r) _ Tj_2(1 o ,r,2)(o+1)q/2—1‘

We denote .
B = [ eV
0

so that ~
IzTéj(N) = Cm,;j / Fy,m[/L](T)Tj_2+(o+1)q[g(7')d7'.
0

(7.25)

~ To complete the proof we estimate IZ. Since j>2, f€ LY0,1) and
I3 is continuous in [0, 00) and positive everywhere. Hence, for every a > 0,

there exists a positive constant ¢, = ¢, (o) such that

1 .
— <I) <e¢y in [0,a).
Ca

Next we estimate I2 for large 7. Since j > 2,

1
[ < glo+a/2-1 / (1 — p)o+Da2-1 == g,
0

Substituting 7 = 1 — t* we obtain,

1
[g < 2(o+1)q/2/ potD)g=1 ~tT 3 _ (o, q)T—(o—i-l)q.

0

On the other hand, if 7 > 2,
(1) = /1(1 — 12)U=3)/ 2ot a1l o=mt gy
0
— —(o+1)q /7(1 _ (8/7.)2)(j—3)/28(0+1)q—16—sd8
0
> r(@+1)ag=(i=3) /1 s@ta—1 =54,

0

Combining (7.25) with (7.26)—(7.28) we obtain (7.23).

(7.26)

(7.27)

(7.28)

O

Next we derive an estimate in which integration over R} = Ri x R™ is
replaced by integration over a bounded domain, for measures supported in

a fixed bounded subset of R™.
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Let Bg%(O) and B} (0) denote the balls of radius R centered at the origin,
in R7 and R™ respectively. Denote

R B du(2)
Fu,m[u](T) - /}% /]Rm (7_2 + ‘y// _2’2)1//2

and, if j > 2,

1 (4; R) = / FE I Jy3 + [712)e yf Hdgdyr. (7.30)
BLn{0<y1}

where (y1,7) € R x R/~ If j = 1 we denote,

q
dy" V1 €[0,00) (7.29)

R
I (s R) = / FE [ul(yn)e 70 dy,. (7.31)
0

Similarly to Lemma 7.3 we obtain,

Lemma 7.4 If j > 1, there exists a positive constant ¢ such that, for any
bounded Borel measure p with support in R™ N By

R R
[ e () < G R) < ¢ [ ) ()i
(7.32)
with hej as in (7.24).

Proof. In the case j = 1 there is nothing to prove . Therefore we assume
that j > 2.
From (7.30) we obtain,

Rz—p )
Y (R —Cm,J/ / (2 + p2)e iy T dy 2.

Substituting y; = (72 — p2)1/ 2 then changing the order of integration and
finally substituting p = r7 we obtain,

T—ﬂl]ILnU,] ’ / / 7_] 2+ (o+1)g —T\/l—rzf(r)dr dr.

where

f(T) _ Tj_2(1 _ 7,2)(0’4‘1)(1/2—1'

The remaining part of the proof is the same as for Lemma 7.3.
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Lemma 7.5 Let 1 < q, 0 < 0 and assume that m < vqg and 0 < j —1 <
v. Then there exists a positive constant ¢, depending on j,m,q,o,v, such
that, for every R > 1 and every bounded Borel measure pu with support in
Brys(0) NR™,

00 R
| Bl (Ohasmrdr = [ (s (r)r
0 0

(7.33)
< ER(cr—i—1—1/)q—i-m—i-j—1 ”NHgm
with hej as in (7.24).
Proof. We estimate,
[e'¢) R R
| Bl m)ar = [ L)y (71| <
0 . (7.34)
| Bl O i+ [ Pl = Pl ] (77
For every 7 > 0,
[Fym[p] (7) < 7777|115z - (7.35)

Since j — 1 < vg, it follows that
[ V] ()i < il [ 70y )i

R
cr+1 )g+i—2—vq
<o) lnlly | Tt (730

< _¢lo,9)

_ N\ H) j—1—vq
< o Il
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Since, by assumption, supp 4 C Bp/3, we have
f R
[ VBuanlid = Bl (s ()

/ / / dp(z) !
>R [Jrm (72 4 [y = 2[2)v/2

< Il / / (72 + [C12) 7% dC b yibr

< c(m, q) ”N”gn/ / (7% + p?) 92 pm Y dp by, jdr (7.37)

dy”hg,j (T)dr

N

| /\

e(m, q) llley, / v /R R R

| /\

R
C( ) H Hq R~ Vq/ 7_(cr—i—l)q—i—j—2 dr
vqg —m 0

c(m, q) 4 po+1)g+j—1+m—v
< - R q+J q.
< e—m(e+ gty =1 "l

Combining (7.34)—(7.37) we obtain (7.33).

O
Corollary 7.6 For every R > 0 put
. R .
T (i R) = / R [u)(r)r 00424y, (7.38)
0
Then
1 .
SIT () — cR° < Jm,J ‘R) < cRHama( ),
c v,0 ( ) c HNHS)? (:u' ) e v,o (N) (739)

B=(+1-v)g+j+m—1,

for every R > 1 and every bounded Borel measure p with support in B;{?/z 0) :=
Bpr2(0) NR™.

Proof. This is an immediate consequence of Lemma 7.5 and Lemma 7.3.
O

Lemma 7.7 Let m,j be positive integers such that j > 1 and let 1 < g,
0<o. Putn:=m+j.
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Then there exist positive constants c, ¢, depending on j,m, q, o, such that,
for every R > 1 and every measure pu € Dﬁ+(Bg/2(0)),

sy — BT iy < 2 e )

(7.40)
< CR U+1 ||lu’||B Uq(Rn 1)
Ifo<?2 , , there exists Ry > 1 such that, for all R > Ry
”MHB vty < g (11 R). (7.41)

If o = "q_l then, there exists a > 0 such that the inequality remains valid
for measures j such that diam(supp u) < a.
If, in addition, J L <o then

1 m g
% il oy < i (3 R) < ROV | u|% (& (7.42)

)’

j—=1

where .
q/

Remark. Assume that p > 0. Then:

(i) If u € B~24(R"!) and jq;,l > o then pu(R™) = 0.

(ii) If w € B~®9(R™) and ¢ > (n — 1)/¢’ then s > m/q and therefore
B%% (R™) can be embedded in C(R™).

Proof. Inequality (7.40) follows from (7.39) and Proposition 7.2 (see also
(7.19)).
For positive measures pu,

Hlu”m = M(Rn_l) S ”/J/Hfoo,q(Rnfl) .

Therefore, if 0 < "; , (7.40) implies that there exists Ry > 1 such that
(7.41) holds for all R > Ry.
If o = =1 (7.40) implies that

1
Ell#ll%ﬂ,q(Rn oy = ellpllsy < I (s R).

But if p is a positive bounded measure such that diam(supp i) < a then

il 1 esy — O a5 @ = 0.
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The last inequality follows from the imbedding theorem for Besov spaces ac-
cording to which there exists a continuous trace operator T : B%4 (R"~!) —
B*9(R™) and a continuous lifting 77 : B>? (R™) +— B%? (R""!) where

_ —m—1
s=0—1 2’7
O
IfyeNandazs—F”_q—","_l,
R
T s B) = [ B ()t v ar
0
R
= [ EL ) g
0
However, if y is positive, the expression
R
M R) = [ B )t ar, (7.4
0

is meaningful for any real v > m and s > 0. Furthermore, as shown below,
the results stated in Lemma 7.7 can be extended to this general case.

Theorem 7.8 Let 1 < q, v € R and m a positive integer. Assume that
1 <v—-—mand 0 < s < m/q. Then there exists a positive constant ¢
such that, for every bounded positive measure p supported in R™ N By /2(0),
R>1,

1 _

= 5oy < M3 R) < CREHTM |ty (T44)
This also holds when s = m/q’', provided that the diameter of suppp is
sufficiently small.

Proof. If v is an integer and j := v — m then this statement is part of

Lemma 7.7. Indeed the condition s > 0 means that o = s + j;,l > jq_,l and

the condition s < m/q’ means that o < 252,

Therefore we assume that v ¢ N. Let n := {v} and § := n — v so that
0 < 6 < 1. Our assumptions imply that 1 <n —m — 1 because (as v is not
an integer) v —m > 1 and consequently n —m > 2.

If a, b are positive numbers, put

a(s-i—l/—m)q—l

Ay = (a2 + b2)uq/2'
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Obviously A, decreases as v increases. Therefore, A, < A, < A,_1 which
in turn implies,

M:L??s < MITS < MTTLn—l,s

By Lemma 7.7, the assertions of the theorem are valid in the case that v = n
or v =n — 1. Therefore the previous inequality implies that the assertions
hold for any real v subject to the conditions imposed.

O
By (7.8),
/ q+1)n++k 1d’7’
where m = N — k and v = N — 2+ 2k,. Consequently, by (7.38),
JA’R - M™
where s is determined by,
(s+v—m)g—1=(¢q+Drr+k—-1, k=v—m+2—2k4.
It follows that
sq=—(k—2+2k4)qg+ (q+Dkr +k=k(1—¢q)+2¢—ri(g—1)
and therefore .
§=2— +/ﬁ+.
q
Proof of Theorem 7.1.
Put
k
vi=N—2+42ky, s::2—H+q—/’_ , m:=N —k. (7.45)
Recall that in the case k = 2 we have k4 > 1/2. Therefore
v—-m-—1=k—34+2ky >0. (7.46)

Furthermore,
(s+v—m)g—1=(q+ Dk +k—-1, k=v—m+2—-2k

Thus R
JAE = /0 Ffm(T)T(qH)”*Jrk_ldT = M.
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Next we show that 0 < s < m/q’. More precisely we prove
0<s<m/qd <= q<q<q. (7.47)

Let 4 be a bounded non-negative Borel measure in B~*(R™). If s <0,
B~%9(R™) C LY(R™). Therefore, in this case, every bounded Borel measure
on R™ is admissible i.e. satisfies (6.33). Consequently, by Proposition 6.2,
q < ¢c. As we assume g > ¢, it follows that s > 0.

If, s > 0 and s¢' —m > 0 then C; 4(K) = 0 for every compact subset
of R™ and consequently u(K) = 0 for any such set. Conversely, if sq’ —
m < 0 then there exist non-trivial positive bounded measures in B~*9(R™).
Therefore, by Proposition 6.1, s¢’ < m if and only if ¢ < ¢.

In conclusion, 0 < s < m/q’ and v — m > 1; therefore Theorem 7.1 is a

consequence of Theorem 7.8.
O
ko +k

AR L
Remark. Note that the critical exponent for the imbedding of B> a1 (RN=F)
into C(RV=F) is again

8 Supercritical equations in a polyhedral domain

In this section ¢ is a real number larger than 1 and P an N-dim polyhedral
domain as described in subsection 6.1. Denote by {Ly; : k=1,...,N, j =
1,...,n} the family of faces, edges and vertices of P. In this notation,
L1 ; denotes one of the open faces of P; for k = 2,..., N — 1, L, ; denotes
a relatively open N — k-dimensonal edge and Ly ; denotes a vertex. For
1 <k < N, the (N — k) dimensional space which contains Ly, ; is denoted

by Ré-v ~k_ If 1 < k < N, the cylinder of radius r around the axis Ré-v —k will
be denoted by I'}®; . and the subset Ap,j of Sk=1 is defined by

1
lim _(8F?j,r NP)= Lg,; x Ak,j'

r—07r

Ay, j is the ’opening’ of P at the edge Ly ;. For k = N we replace in this
definition the cylinder I'y; . by the ball B,(Ly ;). For 1 < k < N and
A = Ay ; we use dy as an alternative notation for R;V ~k and denote by D4
the k-dihedron with edge d4 and opening A as in subsection 6.1 (with Sy
defined as in (6.2)). For k = 1, D 4 stands for the half space R;V_l x (0, 00).
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In what follows we denote by zmgl the set of bounded measures p on the
boundary of a Lipschitz domain €2 such that the boundary value problem

—Au+u?=0inQ, u=p on I (8.1)

possesses a solution. A measure p in this space is called a g-good measure.
The following statements can be proved in the same way as in the case
of smooth domains. For the proof in that case see [23].

I. smf} is a linear space and
pe M — |u| €M

II. If {uy,} is an increasing sequence of measures in zmg? and p := lim p, is
a finite measure then y € E)ﬁgz.

Proposition 8.1 Let pu be a bounded measure on OP. (u may be a signed
measure.) Fori=1,...,N, j = 1,...,n;, we define the measure py; on
dAk,j by;

Pk =H on Lyj,  pr;=0 onda,, \Lk; -

Then p € Dﬁf;, i.e., problem

—Au+u?=0 in P, u=p ondP (8.2)

possesses a solution, if and only if, pix j s a g-good measure relative to D4,
for all (k,j) as above.

Proof. In view of statement I above, it is sufficient to prove the proposition
in the case that p is non-negative. This is assumed hereafter. If y € smfj
then any measure v on JP such that 0 < v < p is a q-good measure relative
to P. Therefore

pEMS = pp ;= (X1, , € my.

Assume that p € EITI(I; and let uy, ; be the solution of (8.2) when p is replaced
by 4, ;- Denote by uj ; the extension of uy, ; by zero to the k-dihedron Dy, ;.
Then u}c ; is a subsolution of (5.1) in D, ; with boundary data p ;. In the
present case there always exists a supersolution, e.g. the maximal solution
of (5.1) in Dy, , vanishing outside da, ; \ Lyj. Therefore there exists a
solution vy, ; of this equation in Dy, ; with boundary data pg j, i.e., pg; is
q-good relative to Dy, ;.

Next assume that p € 9(IP) and that py ; is g-good relative to Dy, ;
for every (k,j) as above. Let vy ; be the solution of (5.1) in Dy, ; with
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boundary data jy ;. Then vy ; is a supersolution of problem (8.2) with p
replaced by ,u?a j and consequently there exists a solution uy, ; of this problem.
It follows that

wi=max{ur;:k=1,...,N, j=1,...,n}

is a subsolution while

W = E Uk, j

kzl?"'va J=1,...ng

is a supersolution of (8.2). Consequently there exists a solution of this
problem, i.e., u € EITI(I;.
O

8.1 Removable singular sets and ’good measures’, 1

Proposition 8.2 Let A be a Lipschitz domain on S¥1, 2 < k < N —1,
and let D 4 be the k-dihedron with opening A. Let p € M(OD 4) be a positive
measure with compact support contained in da (= the edge of D). Assume
that p is g-good relative to D 4. Let R > 1 be large enough so that supp p C
Bg_k(O) and let u be the solution of (5.1) in D with trace p on d§ and
trace zero on ODR\ dff. Then:

(i) For every non-negative n € C(‘)’O(B?])\;{/'Z(O)),

/nqld,u §ch// ul pdx+
i DY

X (8.3)

q q ’ -1 ,
+cM </D§u pd:L") <1—|—M 171l .4 (dﬁ))'

where M = ||n|| = and p is the first eigenfunction of —A in DX normalized
by p(xg) = 1 at some point xy € Df. The constant ¢ depends only on
N,q,k,x9,\1, R where A\ is the first eigenvalue.

(ii) For any compact set E C d4,

CNFE)=0= pu(E)=0, s=2-

where ng—k denotes the Bessel capacity with the indicated indices in RN7F.
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Remark. If we replace D by DZ’R =DyN BE(O) N Bg_k(O), R > 1, then
the constant ¢ in (i) depends on R but not on R.
Proof. We identify d4 with RVY=* and use the notation

z=(z,2") e RF x RNk oy =12,

Let n € C5°(RY=F) and let R be large enough so that suppn C Bg/ak(O).
Let w = wp(t, ") be the solution of the following problem in Ry x B ~*(0):

Opw — Agrw = 0 in R™ x By *(0),
w(0,2") =n(2”") in Bg_k, (8.5)
w(t,z”) =0 on 8Bg_k(0).

Thus wr(t,-) = Sr(t)[n] where Sr(t) is the semi-group operator correspond-
ing to the above problem. Denote,

Hg[n)(a',2") = wr(la']?,2") = Sr(y*) ("), y = |2'|. (8.6)

We assume, as we may, that R > 1. Let p* be the first eigenfunction of
—A,» in the ball Bg_k(O) normalized by p®(0) = 1 and let pa be the first
eigenfunction of —A,/ in C'4 (where C4 denotes the cone with opening A
in R¥) normalized so that pa(z)) = 1 at some point zj, € S4. Then pFp4
is the first eigenfunction of —A in {x € D4 : |2”| < R}. Note that p? <1
and pf — 1 as R — oo in C%(I) for any bounded set I ¢ RVF.

Let h € C*®°(R) be a monotone decreasing function such that h(t) = 1
for t < 1/2 and h(t) =0 for t > 3/4. Put

Yr(z') = h(|2'|/R)
and ,
Cr = pa¥rHRN]". (8.7)

If pﬁ is the first eigenfunction (normalized at xq) of D := D4 NT'g (T'r as
in (6.22)) then
pAvR < cpli (8.8)

and pRsz is the first eigenfunction in Dﬁ.
Hereafter we shall drop the index R in (g, Hgr,wgr but keep it in the
other notations in order to avoid confusion.
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We shall verify that ¢ € ij”. To this purpose we compute,

AC =~ Mpar)HI + (pavr) AH[NT + 2V (patr) - VH[n]?
=~ MC+ ¢ (pavr)(Hn)? L AH[n)
+qlq’ = 1)(patr) (H[n))? ~*|VH[n]?
+2¢'(Hn)? 7'V (patr) - VH).

In addition,

x/
VA = Vo Hli] + Var Hln) = 0,H[i)" -+ Var Hr
/

= 2ydyw(y?, a:”)% + Vo Hn) (2!, 2")

and consequently (recall that y stands for |2|),

VH) - V(payr)
= 20pw(y?, «")a’ - (wR(\x’!’””*_l(m%wk(w'/y) + |2 [Vwr (2 /y))) + pAV¢R>
= 2k Opw(y?, ") " wp (2’ [y) = 200w (y?, 2") (ki par + paz’ - Vir).

Since w = wpg vanishes for |2 = R and n = 0 in a neighborhood of
this sphere, |9;w(y?,2")| < cp®. As 1R vanishes for |z/| > 3R/4 we have
paVYpr < cpﬁ”. Therefore

IVH[n] - Vpal < cp™ph

and, in view of (8.9),
IAC] < epk (5.10)

Thus ( € X (Dﬁ) and consequently

/ (—uAC+ul) der = — K[u]Aldz. (8.11)
Dy

R
DA
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Since g(q’ — 1)pa(Hn))? 2|V H[y)|? > 0, we have

/ uAldx
2

< [ (G ()T A + 29V b)) de

, (8.12)
< [ u(nesa ¢ (0| AH ) + 207V HE) ) do
D}
1 1
q q’
< q / ’
< </D§U Cdﬂf) (Al </D§Cd$> +q [|L)| 1.4 (Dﬁ))
where
Lin) = p"|AH )| +2p™ 4V p.V H[n]|. (8.13)
By Proposition 2.4
—/ K[,u]ACdx:/ n? dp. (8.14)
DE a®
Therefore
/ n? du §/ ui{dx+
i D}
1 E (8.15)
q q
q ! ,
+ </D§u Cd$> ()\1 </D§Cdx) +q 1L (D}})) :
Next we prove that
”L[U]HLq’(Dﬁ) <C HnHW&Q’(RN*k) (8.16)

starting with the estimate of the first term on the right hand side of (8.13).
9 k—1
AH[n) = Ay Hn] + Ay H[n] = 0, Hn) + TayH (] + Agr H{n]

= 2020w (y?, ") + koyw(y?, ") + Ay H[n)
= 2y2 0y w(y?, ") + (k + 1)dw(y?, 2").

106



hal-00402084, version 3 - 16 Jul 2009

Then
1 ) ,
/ p|AH )" dz < C/ / |Ow(y?, a”)|* da'yr+ 2 Hh=1gy
RN 0 JRN-k

1 /
+ c/ / |8tw(y2,x”)‘q da:”y“++k_1dy
0 JRN-k

dt

1
<e / / |Buw(t, )| datlss+R) 2+
0 RN—-k t

1 ' dt
+ c/ / ‘atw(t7x//)’q dx"t(rr+k) /222
0 RN—-k t

/1 q dt
<c —-
0

La (RN 3)
1
C/
0

¢ dt
Lo/ ®N-ky T
Put 8 = Hg;k and note that 0 < 8 = %(2—3) < 1. By standard interpolation

2= S (B)n]
dt?

t1—(1—”++k)d5(t) 1]

2q’ /v i

dt

theory,

/1 A-a-p 4SO || dt
0 dt Lq’(Rka) t
~ q ~ q
~ ||77|| [W2'q/7qu]1iﬁ’q/ ~ ‘|n||w2(17ﬁ)’q/(RN7k) ’
and ,
/ Hema—sn SO || dt
0 dt? Lq’(Rka) t
q q
~ || ;o =~ ||n PN .
H ||[W4,q L ]%(17ﬁ)’q/ || ||W2(1 3),q (RN k)

The second term on the right hand side of (8.13) is estimated in a similar
way:

! ,
/ p~ VIV H) - Vpl” do < c/ / |Orw(y?,a")|" da'y™ "y
RN 0 RN—-k

! ro Rtk dt
<cf [ lowtan]! west g
0 RN—-k t

<c/1 A== 5@l ||* dt
~Jo

Lo ®N—k) T
!
~ ”nHt‘I/Vz(l—ﬁ),q’(RN—k) .

dt
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This proves (8.16). Further, (8.15) and (8.16) imply (8.3).

We turn to the proof of part (ii). Let E be a closed subset of Bg /_2k(0)

such that C’évqu(E) = 0. Then there exists a sequence {n, } in C§°(d4) such
that 0 <, <1, n, =1 in a neighborhood of E (which may depend on n),
supp 7y, C Bip; 1(0) and ||l yye — 0. Then, by (8.16),

”L[nn]”Lq’(Df) — 0.

Furthermore
Hw”w'((o,R)ng*k(O)) <clinn HL‘I'(Bg*k(O))

and consequently
Hln,) — 0 in LY (D).

(Here we use the fact that k£ > 2.) In addition
0< Hp] <1, Hpa] < e(R — |2])
with a constant ¢ independent of n. Hence (see (8.8))
Gur = patrH[ma)” < ppavrHna)? " < pRpiH[,] "

As ulpfph € LY(DE) we obtain,

lim ulCpdx = 0.
n—oo DA

This fact and (8.15) imply that

/ nd dp — 0.
b

As 1, = 1 on a neighborhood of E in RN~ it follows that u(E) = 0.
O

Proposition 8.3 Let Dy be a k-dihedron, 1 < k < N. Let k4 be as in (6.8)
and let ¢& and q. be as in Proposition 6.1 and Proposition 6.2 respectively.
Assume that q. < q < q. A measure p € M(OD ), with compact support
contained in d 4, is q-good relative to D4 if and only if p vanishes on every

Borel set E C dy such that C’S,q/(E) =0, where s =2 — ktf :
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Remark. We shall use the notation p < Cy o to say that u vanishes on any
Borel set E C (da) such that Cs o (E) = 0.

In the case k = N: Dy = C4 (= the cone with vertex 0 and opening
A in R*) and ¢. = ¢*. By Theorem 5.5, ¢, = 1 — ,_% = N]j-:it2 (Note
the difference in notation; the entity denoted by x_ in section 6 and in the
present section is denoted by —ayg in subsection 5.1. See (5.10) and (6.8).)
If 1 < g < ¢ then, again by Theorem 5.5, there exist solutions for every
measure i = kdg on 0C4.

In the case k =1, ¢} =00, ky =1 and ¢. = % Thus s = 2/q and the
statement of the theorem is well known (see [24]).

Proof. In view of the last remark, it remains to deal only with 2 < £k < N—1.
We shall identify d4 with RV =K,

It is sufficient to prove the result for positive measures because p < Cy
if and only if || < Cs . In addition, if |u| is a g-good measure then f is a
g-good measure.

First we show that if ;1 is non-negative and q-good then pp < Cs . If E'is
a Borel subset of 02 then pxp is g-good. If E is compact and Cs o(E) =0
then, by Proposition 8.2, F is a removable set. This means that the only
solution of (8.1) such that p(9Q \ E) = 0 is the zero solution. This implies
that uxz = 0, ie., u(F) = 0. If C5 ¢(F) = 0 but E is not compact then
w(E") = 0 for every compact set E' C E. Therefore, we conclude again that
w(E) =0.

Next, assume that p is a positive measure in 9(9D4) supported in a
compact subset of RN =F,

If p € B~%9(RN=F) then, by Theorem 7.1 and Theorem 3.8, 41 is g-good
relative to Dg NIy g, for every R > 0. (As before I'y, g is the cylinder with
radius R around the ’axis’ RV =) This implies that u is g-good relative to
Dy.

If 1 < Cs o then, by a theorem of Feyel and de la Pradelle [12] (see also
[1]), there exists a sequence {u,} C (B~59(RV=%)), such that u, T p. As
i is g-good, it follows that u is g-good.

O

Theorem 8.4 Let P be an N -dimensional polyhedron as described in Propo-
sition 8.1. Let p be a bounded measure on OP, (may be a signed measure).
Letk =1,...,N, j=1,...,n%, and let Ly ; and Ay ; be defined as at the
beginning of section 8. Further, put

kE+ (Ki)k,

S(k7j):2_ q/

: (8.17)
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where (ky)g; is defined as in (6.8) with A = Ay ;. Then p € E)ﬁqp, i.e., [t
is a good measure for (5.1) relative to P, if and only if, for every pair (k,j)
as above and every Borel set E C Ly, ;:

If 1 <k < N then

(@)ns <0< @ CN5 4 (B) =0 = u(E) =0

) (8.18)
q > (q)k; = n(Ln;) =0

and if k = N, i.e., L is a vertex,

N +2+ /(N —2)2+4\4

q>(qe)k,; =

Here (q})r,j and (q.)r; are defined as in (6.30) and (6.34)respectively, with
A=A
If 1 < q < (qc)k,; then there is no restriction on BXr, ;-

Proof. This is an immediate consequence of Proposition 8.1 and Proposi-
tion 8.3 (see also the Remark following it). In the case k = N, Ly ; is a
vertex and the condition says merely that for ¢ > ¢.(Ln,j, i does not charge

the vertex.
O

8.2 Removable singular sets II.

Proposition 8.5 Let A be a Lipschitz domain on S*1, 2 < k < N —1,
and let D4 be the k-dihedron with opening A. Let u be a positive solution of
(5.1) in DX, for some R > 0. Suppose that F = S(u) C d¥ and let Q be an
open neighborhood of F such that Q C d%. (Recall that d% = d4 N Bg_k(O)
is an open subset of da.) Let p be the trace of u on R(u).

Let n € Wos’q,(dﬁ) such that
0<n<1, n=0 onQ. (8.20)

Employing the notation in the proof of Proposition 8.2, put

¢ = patrHrln)”. (8.21)
Then
[ s < el )+ u@NQ (322)
]

¢ independent of u and 7.
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Proof. First we prove (8.22) for n € C§°(d%). Let o be a point in A and let
{A,} be a Lipschitz exhaustion of A. If 0 < € < dist (04, 0A,) = &, then
€og + CAn C Cy.

Denote .
DV = Danla’) < RN [j2"] < R"].

Pick a sequence {¢, } decreasing to zero such that 0 < €, < min(é, /2", R/8).
Let u, be the function given by

up(2'2") = u(z' + €,00,2") Va € Df:’R, R,=R—¢,.

Then wu, is a solution of (5.1) in DfZ’R belonging to 02(D§Z’R) and we
denote its boundary trace by h,. Let

o= pa,vrHR[N

with ¢p and Hg[n] as in the proof of Proposition 8.2. By Proposition 2.4

— Plh,]| Al dr = / 7 by dwn, 8.23
/| o ) (8.23)

where w, is the harmonic measure on dﬁn relative to Df:’R. (Note that

d% = df and we may identify it with BY7%(0).) Hence

(—tnACn + 1l () do = — / 07 By dosy. (8.24)
/DQ;’R BY*(0)

Further,
17 b, dwr, — n?dp < p(d\ Q),
/ - o @\ Q)

because n =0 in ). By (8.12), (8.16) we obtain,

/R RunACndx
D s

An

<

(8.25)

S
7

C( /Dif:;’ﬁ" U%Cnd:p> % (</D§Z’R C"d‘r) "y g+ o) ) ‘

From the definition of (, it follows that

<
/Dfn,R bndz < /DR P do = DE i

208
An
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where p (tesp. py) is the first eigenfunction of —A in D (resp. Dﬁ:’R)

normalized by 1 at some zg € Dﬁi’R. Therefore, by (8.24),

1
q q q R
/l)f:::yR unCndx < C( /DRn,R unCndx) (1 + ||n||WS’q/(Bg7k(0)) ) + 'u(dA \ Q)

An

This implies
q q R q
/Df:"’R ud Crdr < c(1+ HT]”WS’qI(Bgfk(O)) ) i\ Q). (8.26)
To verify this fact, put
m:< qudx)l/q b= (dR\Q) a:C(lJFH I Nk )
phn.R nsSn ) play ) n Ws.q (BR7 (0)

so that (8.26) becomes
md —am—5b<0.

If b < m then
mi~l —a—1<0.

Therefore,
1
m< (a+1)T +b

which implies (8.26). Finally, by the lemma of Fatou we obtain (8.22) for
n € C§°. By continuity we obtain the inequality for any n € W, A satisfying
(8.20).

O

Theorem 8.6 Let A be a Lipschitz domain on S¥~1,2 <k < N —1, and
let Dy be the k-dihedron with opening A. Let E be a compact subset of dff
and let u be a non-negative solution of (5.1) in D§ (for some R > 0) such
that u vanishes on 0DE\ E. Then

R4 +
q/

CNHE)=0, s=2- — u =0, (8.27)

where Civ qu denotes the Bessel capacity with the indicated indices in RN™F,
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Proof. By Proposition 8.2, (8.27) holds under the additional assumption

/ ulprplide < oc. (8.28)
R

D

Indeed, by Proposition 4.1, (8.28) implies that the solution u possesses a
boundary trace p on Z?Dﬁ. By assumption, ,u((‘)Df:” \ E) = 0. Therefore, by
Proposition 8.3, the fact that C’s]\quk(E) = 0 implies that u(E) = 0. Thus
© =0 and hence u = 0.

We show that, under the conditions of the theorem, if C’s]\f qu(E) =0
then (8.28) holds.

By Proposition 8.5, for every n € Wg’ql(dﬁ”) such that 0 < n < 1 and
7 =0 in a neighborhood of F,

I¢ dx < ol (N~ v .

for ¢ as in (8.21). (Here we use the assumption that u = 0 on D%\ E.)

Let a > 0 be sufficiently small so that £ C Bé\lf:jfa) r(0). Pick a sequence

{¢n} in C§° (RN=F) such that, for each n, there exists a neighborhood Q,

of E,Q, C B(]\{::];a)R(O) and

0 < ¢, <1 everywhere, ¢, =1 in Q,,

Pn = Gn X <1-20m € CO(RYTF),

H‘;"HW&Q’(RN%) — 0 as n— o0 (8.30)
M = (1= ¢n) Lgor1<m € Coo(dR),

nn=0in [(1 —a)R < |2”| < R].

Such a sequence exists because C’évqu(E) = 0. Applying (8.29) to n, we
obtain,

sup/ ul(y dr < ¢ < oo, (8.31)
o

where (, = pAq/)RH}]%l 7] (see (8.21)). By taking a subsequence we may
assume that {n,} converges (say to n) in LY (BY ~%(0)) and consequently
H{n,] — HIn] in the sense that

Hgna)(@',) = war (42, ) — wr(y?, ) = Hgn](z',-) in LY
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uniformly with respect to y = |2|. It follows that
/R wi(dr < 00, (= pAwRH% [n]. (8.32)
DE

As &n — 0in Ws’q/(}RN_k) it follows that ¢, — 0 and hence 1, — 1 a.e.
in Bgzga)R(O). Thus n = 1 in this ball, n =0 1in [(1 — a)R < |2”| < R] and
0 < n <1 everywhere.

Consequently, given § > 0, there exists an /N-dimensional neighborhood
O of dgan Bé\{:ga)R(O) such that

1-6<Hp[n <1 and 1—0 <vp/phi<1 in O.

Therefore (8.32) implies that

/D(13a)R ulpfplde < ¢ < oo, (8.33)
A
Recall that the trace of u on D%\ d§_4a)R is zero. Therefore u is bounded

in DB\ DY % This fact and (8.33) imply (8.28).
0

Definition 8.7 Let Q) be a bounded Lipschitz domain. Denote by p the first
eigenfunction of —A in Q normalized by p(xo) = 1 for a fized point xo € Q.
For every compact set K C 02 we define

My o(K) = {n € MOQ) : 1> 0, p(0Q\ K) = 0, K[u] € LY()}

and

g () = sup{(K)" s i€ My(). [ Klultpdo =13,

Finally we denote by C,y the outer measure generated by the above
functional.

The following statement is verified by standard arguments:

Lemma 8.8 For every compact K C 9Q, C,, y(K) = C,y(K). Thus C,
s a capacity and,

Cog(K) =0 <= M,,(K) ={0}. (8.34)
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Theorem 8.9 Let Q be a bounded polyhedron in RN. A compact set K C
092 is removable if and only if

Ciejyg (K N Lij) =0, (8.35)

fork =1,-,N j = 1,--- ,nk, where s(k,j) is defined as in (8.17). This
condition is equivalent to
Cpq(K)=0. (8.36)

A measure p € M(ON) is g-good if and only if it does not charge sets with
C,,,q -capacity zero.

Proof. The first assertion is an immediate consequence of Proposition 8.1
and Theorem 8.6. The second assertion follows from the fact that

Cqu(K N LkJ) = Cs(k,j),q’(K N LkJ).

The third assertion follows from Theorem 8.4 and the previous statement.
O

9 Appendix—Boundary Harnack inequality

In this section we prove the following

Proposition 9.1 Assume € is a bounded Lipschitz domain, A C 08 is
relatively open and q > 1. Let (rg, ) be the Lipschitz characteristic of
(see subsection 2.1).

Let u; € C(QUA), i = 1,2, be positive solutions of

—Au+u?=0 in Q,

such that u; =0 on A. Put S = 0Q\ A and d(z,S) = dist (z,S). Lety € A
and let 1
7 :=min(ry/8, Zd(y, S)

so that
a(B4r(y) N Q) = (§4r(y) N aQ) U (8B47”(y) N Q)
ther () _wl) _ wl)
_1uilz U2\ 2 Uz /
me < () < Cul(z) Vz,2' € By(y)NQ, (9.1)

where the constant ¢ > 0 depends only on N,q and the Lipschitz character-
istic of €.
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Proof. Without loss of generality we assume that y = 0.
Let b =d(0,S) and put

Gi(x) = b et (z/b), i=1,2.

Then @; has the same properties as u; when € is replaced by Q° = %Q, S
by S = 1S and r by § = r/b. Of course d(0, S®) = 1 so that

d = min(ro/(8b),1/4).
The functions u; satisfy the equation
—Ad; + a4 =0 in Bys(0) N QP
and u; = 0 on Bys(0) N 00, Therefore, by the Keller-Osserman estimate,
i < ¢(N,q)62/1=) in Bss(0) N Q°.
If a(z) = @%" then @, satisfies
—Au; +a(z)i; =0 in (%Q) N B1(0),
and a(-) is bounded in Bzs(0).
Let w be the solution of
~Aw+a(z)w=0 in Bss(0)NQ°
w=0 on Bss(0)N %89
w=1y on OBss(0)NINL.

By applying the boundary Harnack principle in Bs;(0)NQ® (using the slightly
more general form derived in [2, Theorem 2.1]) we obtain

() _wl¢) ()

w0 = w© =@

where the constant ¢ depends only on the Lipschitz characteristic of QP
(which is (rg/b, A\ob) and therefore ’better’ then that of @ when b < 1).
Since w < 19 the above inequality implies,

w(¢’)
ti2(¢)

< V¢, ¢ € Bys(0) N QP (9.2)

IN
o)
o
=
o,
e}
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which in turn implies

w((’) _ a(¢
w0 Scﬂz(C) V(, (" € Bas(0) N2
and therefore
a1(¢") _ 212(¢)

This completes the proof.

References

[1] P. Baras and M. Pierre, Singularits liminables pour des quations semi-
lineaires, Ann. Inst. Fourier (Grenoble) 34, 185206 (1984).

[2] S. Bauman, Positive solutions of elliptic equations in nondivergence
form and their adjoints, Ark. Mat. 22, 153-173 (1984).

[3] K. Bogdan, Sharp estimates for the Green function in Lipschitz do-
mains, J. Math. Anal. Appl. 243, 326-337 (2000).

[4] H. Brezis and F. Browder, Sur une proprit des espaces de Sobolev, C.
R. Acad. Sci. Paris Sr. A-B 287, A113-A115 (1978).

[5] X.Y. Chen, H. Matano and L. Véron, Anisotropic singularities of solu-
tions of semilinear elliptic equations in R?, J. Funct. Anal. 83, 50-97
(1989)

[6] L. Caffarelli, E. Fabes, S. Mortola and S. Salsa, Boundary behavior of
nonnegative solutions of elliptic operators in divergence form, Indiana
Univ. Math. J. 30, 621-640 (1981).

[7] B. E. Dalhberg, Estimates on harmonic measures, Arch. Rat. Mech.
Anal. 65, 275-288 (1977).

117



hal-00402084, version 3 - 16 Jul 2009

8]

E. B. Dynkin, Diffusions, superdiffusions and partial differential equa-
tions, Amer. Math. Soc. Colloquium Publications, 50, Providence, RI
(2002).

E. B. Dynkin, Superdiffusions and positive solutions of nonlinear partial
differential equations, University Lecture Series, 34, Amer. Math. Soc.,
Providence, RI, 2004.

E. B. Dynkin and S. E. Kuznetsov, Solutions of nonlinear differential
equations on a Riemanian manifold and their trace on the boundary,
Trans. Amer. Math. Soc. 350, 4217-4552 (1998).

J. Fabbri and L. Véron, Singular boundary value problems for nonlinear
elliptic equations in non smooth domains, Advances in Diff. Equ. 1,
1075-1098 (1996).

D. Feyel and A. de la Pradelle. Topologies fines et compactifications as-
socies certains espaces de Dirichlet, Ann. Inst. Fourier (Grenoble)
27, 121146 (1977).

N. Gilbarg and N. S. Trudinger. Partial Differential Equations of Second
Order, 2nd ed., Springer-Verlag, Berlin/New-York, 1983.

A. Gmira and L. Véron, Boundary singularities of solutions of nonlin-
ear elliptic equations, Duke J. Math. 64, 271-324 (1991).

R. A. Hunt and R. L. Wheeden, Positive harmonic functions on Lips-
chitz domains, Trans. Amer. Math. Soc. 147, 507-527 (1970).

D. S. Jerison and C. E. Kenig, Boundary value problems on Lipschitz
domains, Studies in partial differential equations, 1-68, MAA Stud.
Math. 23, (1982).

D. S. Jerison and C. E. Kenig, The Dirichlet problems in non-smooth
domains, Annals of Math. 113, 367-382 (1981).

C. Kenig and J. Pipher, The h-path distribution of conditioned Brow-
nian motion for non-smooth domains, Proba. Th. Rel. Fields 82,
615-623 (1989).
J. B. Keller, On solutions of Au = f(u), Comm. Pure Appl. Math.
10, 503-510 (1957).

2

J. F. Le Gall, The Brownian snake and solutions of Au = u” in a
domain, Probab. Th. Rel. Fields 102, 393-432 (1995).

118



hal-00402084, version 3 - 16 Jul 2009

[21]

[27]

J. F. Le Gall, Spatial branching processes, random snakes and partial
differential equations Lectures in Mathematics ETH Ziirich. Birkh&user
Verlag, Basel, 1999.

M. Marcus and L. Véron, The boundary trace of positive solutions of
semilinear elliptic equations: the subcritical case, Arch. Rat. Mech.
An. 144, 201-231 (1998).

M. Marcus and L. Véron, The boundary trace of positive solutions of
semilinear elliptic equations: the supercritical case, J. Math. Pures
Appl. 77, 481-521 (1998).

M. Marcus and L. Véron, Remowvable singularities and boundary traces,
J. Math. Pures Appl. 80, 879-900 (2001).

M. Marcus and L. Véron The boundary trace and generalized boundary
value problem for semilinear elliptic equations with coercive absorption,
Comm. Pure Appl. Math. 56 (6), 689-731 (2003).

M. Marcus, L. Véron, On a new characterisation of Besov spaces with
negative exponents, Topics Around the Research of Vladimir Mazya
/International Mathematical Series 11-13, Springer Science+Business
Media, 2009.

M. Marcus, L. Véron, The precise boundary trace of positive solutions
of the equation Au = u? in the supercritical case, Perspectives in non-
linear partial differential equations, 345-383, Contemp. Math., 446,
Amer. Math. Soc., Providence, RI, 2007.

B. Mselati, Classification and probabilistic representation of the posi-
tive solutions of a semilinear elliptic equation, Mem. Amer. Math.
Soc. 168, no. 798, (2004).

R. Osserman, On the inequality Au > f(u), Pacific J. Math. 7,
1641-1647 (1957).

E. Stein, Singular Integral and Differentiability Properties of Functions,
Princeton Univ. Press, 1970.

H. Triebel, Interpolation Theory, Function Spaces, Differential Opera-
tors, North-Holland Pub. Co., 1978.

N. Trudinger, On Harnack type inequalities and their application to
quasilinear elliptic equations, Comm. Pure App. Math. 20, 721-747
(1967).

119



hal-00402084, version 3 - 16 Jul 2009

[33] L. Véron, Singularities of Solutions of Second Order Quasilinear Equa-
tions, Pitman Research Notes in Math. 353, Addison-Wesley-Longman,
1996.

120



